Quantifying the role of paleoclimate and Andean Plateau uplift on river incision
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River incision over geologic timescales can be a valuable indicator of regional surface uplift. However, extracting the timing of surface uplift relative to the onset of incision is complicated by changes in precipitation commensurate with topographic development. Evidence of large-scale river incision on the flanks of the Andean plateau has been cited in support of a rapid and recent surface uplift event. Recent climate modeling studies demonstrate large magnitudes of regional climate change associated with surface uplift of the Andes, which may have influenced river incision processes. Here we present an analysis of mid-Miocene (16 Ma) to present river incision of the southwest Peruvian Ocoña River. A Monte Carlo approach with ~1.6 × 105 different simulations is used to explore the range of surface uplift and paleoclimate histories that are compatible with the modern river profile and geological constraints on the incision timing and magnitude. A range of channel properties, including the erodibility coefficient and erosion threshold, are considered. Results indicate that deep canyon incision on the plateau flanks may not be as diagnostic of rapid surface uplift as previously thought. More specifically, the evolution of the Ocoña River is consistent with local plateaus elevations of 1–3 km at 16 Ma and either a steady or punctuated uplift of 1.5–3.5 km since then. The range of acceptable uplift histories is sensitive to the long-term magnitude and temporal evolution of precipitation. Similar paleoprecipitation changes are expected to have modified river profile evolution elsewhere in the Andes.


1. Introduction

[2] River incision over geologic timescales can be a valuable indicator of regional surface uplift. However, extracting the timing of surface uplift relative to the onset of incision is complicated by changes in precipitation commensurate with topographic development. Evidence of large-scale river incision on the flanks of the Andean plateau has been cited in support of a rapid and recent surface uplift event. Recent climate modeling studies demonstrate large magnitudes of regional climate change associated with surface uplift of the Andes, which may have influenced river incision processes. Here we present an analysis of mid-Miocene (16 Ma) to present river incision of the southwest Peruvian Ocoña River. A Monte Carlo approach with ~1.6 × 105 different simulations is used to explore the range of surface uplift and paleoclimate histories that are compatible with the modern river profile and geological constraints on the incision timing and magnitude. A range of channel properties, including the erodibility coefficient and erosion threshold, are considered. Results indicate that deep canyon incision on the plateau flanks may not be as diagnostic of rapid surface uplift as previously thought. More specifically, the evolution of the Ocoña River is consistent with local plateau elevations of 1–3 km at 16 Ma and either a steady or punctuated uplift of 1.5–3.5 km since then. The range of acceptable uplift histories is sensitive to the long-term magnitude and temporal evolution of precipitation. Similar paleoprecipitation changes are expected to have modified river profile evolution elsewhere in the Andes.
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Incision magnitudes range from 0.25 to 3 km, and in most cases, incision began in the late Miocene (10–5 Ma) suggesting a contemporaneous, regional-scale driver such as surface uplift of the plateau. The largest incision estimates are for the Maran-Cotahuasi-Ocoña catchment (hereafter, Ocoña) in southwestern Peru ([14°S–16°S, Figure 1a]) where thermonannometry and 40Ar/39Ar-dated, valley-filling, ignimbrite flows indicate > 2.5 km incision since ~9 Ma [Gunnell et al., 2010; Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009b; Thouret et al., 2007]. In many cases, a distinction between different plateau surface uplift models cannot be made based on incision timing and magnitudes because the observations can plateau surface uplift models cannot be made based on et al. 2009b; et al. 2007; et al. 2003; McQuarrie et al., 2008b; Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009a; Schildgen et al., 2009b; Schlunegger et al., 2006; Simpson, 2004; Walcek and Hoke, 2012]. Incision magnitudes range from 0.25 to 3 km, and in most cases, incision began in the late Miocene (10–5 Ma) suggesting a contemporaneous, regional-scale driver such as surface uplift of the plateau. The largest incision estimates are for the Maran-Cotahuasi-Ocoña catchment (hereafter, Ocoña) in southwestern Peru ([14°S–16°S, Figure 1a]) where thermonannometry and 40Ar/39Ar-dated, valley-filling, ignimbrite flows indicate > 2.5 km incision since ~9 Ma [Gunnell et al., 2010; Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009b; Thouret et al., 2007]. In many cases, a distinction between different plateau surface uplift models cannot be made based on incision timing and magnitudes because the observations can fit either model within error [Barnes and Ehlers, 2009]. Incision depths and rates in the Ocoña catchment require surface uplift of ~2.4–3 km since 14 Ma [Schildgen et al., 2009a]. [4] However, recently it has been suggested that the late Miocene incision was not driven by rapid surface uplift, but rather by an increase in precipitation rates [Barnes and Ehlers, 2009; Ehlers and Poulsen, 2009]. At plateau elevations greater than ~50% of the modern, convective precipitation is initiated on the eastern Andean flanks [Insel et al., 2010; Poulsen et al., 2010], which also results in higher precipitation rates in the headwaters of larger catchments on the western flanks. Previous studies have demonstrated that modern river profiles, catchment-scale erosion rates, and drainage basin morphology reflect spatial variations in modern precipitation rates [Abbuehl et al., 2011; Bookhagen and Strecker, 2012; García et al., 2011; Schlunegger et al., 2011] suggesting that regional precipitation patterns exert a control on the modern fluvial landscape [Strecker et al., 2009]. However, the influence of climate change in determining the timing and magnitude of river incision on million year timescales has not been quantified for this region. Furthermore, it is not clear whether increased precipitation could induce sufficient erosion to account for late Miocene river incision. [5] In this study, a one-dimensional (1-D) river incision model is developed to simulate the incision history of the Ocoña canyon (Figure 1a). A Monte Carlo search process is used to identify the range of surface uplift conditions that are consistent with geological observations and simulated changes in regional climate [Ehlers and Poulsen, 2009; Insel et al., 2010]. The Monte Carlo search approach is also used to account for a range of different possible erosion mechanisms and river channel properties.

2. Geologic and Climatic Setting

[6] The Andes Mountains formed as the result of Nazca Plate subduction beneath the South American Plate. Deformation in the central Andes began ~60–40 Ma [DeCelles and Horton, 2003; McQuarrie et al., 2005], accelerated ~25 Ma, and has since migrated eastward from the Altiplano Plateau into the foreland fold-and-thrust belt [Barnes et al., 2008; McQuarrie, 2002]. In southern Peru, crustal shortening of ~123 km has been recorded on the eastern flanks [Gotberg et al., 2010]. In contrast, shortening rates on the western flanks are much lower, although high-angle reverse faults accommodated shortening prior to ~8 Ma [Farias et al., 2005; Muñoz and Charrier, 1996; Victor, 2004], and there is geomorphic evidence for active deformation on smaller contractile structures that continues to the present [Hall et al., 2012]. In the Ocoña catchment, late Cenozoic activity on the Iquii fault accommodated left lateral motion prior to 25–15 Ma [Roperch et al., 2006] and a later component of northside down motion (~100–200 m) [Schildgen et al., 2009a]. Plateau relief on the western flank is therefore attributed to a crustal-scale monocline [Hall et al., 2011; Isacks, 1988; Schildgen et al., 2009a; Wörner et al., 2002]. A smooth topographic ramp links the active western cordillera to an ~1 km high escarpment at the Pacific Coast. This topographic ramp is dissected to depths of up to 3.5 km by the Ocoña Canyon (Figure 1).

[7] The Ocoña River cuts through middle to late Miocene ignimbrites, the Cenozoic Moquegua group, and Paleozoic-Mesozoic igneous and metamorphic basement in its deepest reaches. Deposition of the lower Moquegua group occurred ~50–30 Ma [Decou et al., 2011; Roperch et al., 2006]. This group consists of predominantly terrestrial red mudstones, siltstones, and sandstones with intercalated conglomerates that were deposited in endorheic basins. Since ~30 Ma, a clastic wedge of alluvial, deltaic, and debris flow deposits of the upper Moquegua group formed on the western Andean flanks with some upper Oligocene marine deposits at the base [Roperch et al., 2006]. Decou et al. [2011] reported an increase in the energy of depositional environment and a transition from distal to more proximal sources through the Cenozoic. In the region of the Ocoña canyon, sedimentary deposition ceased ~16–14 Ma and was capped by one or more regionally extensive ignimbrites between 16.2 and 13.2 Ma [Schildgen et al., 2007; Schildgen et al., 2009a; Thouret et al., 2007]. The base of this ignimbrite forms a regional paleosurface (Figure 1b) [Schildgen et al., 2007; Thouret et al., 2007] that we use to constrain the amount of incision since the cessation of deposition of the upper Moquegua group.

[8] Results from multiple thermonannometry studies combined with dates of valley-filling ignimbrite and basaltic andesite lava flows provide estimates on the timing of canyon incision. Thermal modeling constrained by apatite and zircon (U-Th)/He data shows that canyon incision into the ~16–14 Ma paleosurface began 11–8 Ma and ended 5–2 Ma [Schildgen et al., 2010; Schildgen et al., 2007; Schildgen et al., 2009b]. The modeled delay between paleosurface formation and onset of deep incision is further supported by observations of ~9 Ma ignimbrite flows that fill up to ~600 m deep paleochannels in the neighboring Caraveli valley [Thouret et al., 2007]. Furthermore, dated volcanic deposits on the valley floor and walls provide constraints on the incision history (Figure 1b). These deposits show that a minimum of 75% of the incision had occurred by ~4 Ma near the confluence of the Maran and Cotahuasi Rivers (Figure 1, sample 5) [Thouret et al., 2007] and 90–100% of incision was complete by 2 Ma (Figure 1, samples 1–4) [Schildgen et al., 2007; Schildgen et al., 2009b; Thouret et al., 2007]. In contrast to the rapid (0.1–1 mm yr⁻¹) incision of the canyon, denudation rates of interfluve surfaces constrained by (U-Th)/He apatite cooling ages, cosmogenic exposure dating, and sediment budgets
are as low as 0.001 mm yr$^{-1}$ in northern Chile [Kober et al., 2007], and up to ~0.05 mm yr$^{-1}$ in the Ocoña region [Schildgen et al., 2007].

Figure 1. (a) Modern topography of the Ocoña catchment and (inset) its location on the western flanks of the northern Altiplano. Locations of dated volcanic deposits that provide stratigraphic constraints on the timing of incision are indicated by yellow triangles [Schildgen et al., 2007, 2009a] and green hexagons [Thouret et al., 2007]. Locations of river profiles shown in Figure 1b are indicated by A, A’, and B. (b) Longitudinal river profiles corresponding to the western (A) and eastern (B) branches of the river (blue), a 90 km wide swath of maximum topography centered on the canyon mouth (gray), and modern elevation of the 16 Ma paleosurface (black, see text and the auxiliary material for details). Profiles were extracted from a filled 30 m ASTER DEM.

On the western Andean flanks in southern Peru, modern mean annual precipitation rates increase from <0.1 m yr$^{-1}$ at the coast to ~1 m yr$^{-1}$ at the plateau
observations and quantify the importance of precipitation to the river incision history. This range is determined by simulating the evolution of the Ocoña River profile using a 1-D river profile evolution model. All simulations are initiated at 16 Ma when a regionally extensive paleosurface formed (Figures 1b and 3a) and run forward to the present day. Many of the parameters that describe river behavior are under-constrained for both the modern and past Ocoña River. To account for a range of all possible combinations of plausible incision parameters and boundary conditions, a Monte Carlo search method is used. This resulted in a total of $1.64 \times 10^5$ river profile evolution scenarios. Each simulated scenario is evaluated using the shape of the modern river profile (Figure 1b) and geological constraints on the timing and evolution of incision. Results are presented in terms of surface uplift histories that fit these constraints. In this section, we describe the model setup in detail. First, the basic model equations are described and free parameters identified. Second, the initial and boundary conditions for the Ocoña catchment are outlined. Third, the geological constraints used to evaluate the model output are defined. Finally, the model sensitivity to the assumptions used is evaluated.

3.1. Stream Power-Based River Incision Model

The river incision model calculates the elevation profile of a riverbed through time. Riverbed elevations are a function of relative rates of uplift ($U$) and incision. River incision is calculated following a commonly used, detachment-limited, shear stress-based erosion law [Howard et al., 1994; Seidl and Dietrich, 1992; Snyder et al., 2000; Whipple and Tucker, 1999]. Active incision occurs only when the basal shear stress exceeds a critical shear stress required to move sediment. River profile evolution is therefore described by the conditional equations:

$$\frac{dh}{dt} = U - k_b(\tau_b - \tau_c)^a \quad \tau_b > \tau_c \quad (1a)$$

$$\frac{dh}{dt} = U \quad \tau_b \leq \tau_c \quad (1b)$$

where $dh/dt$ (m yr$^{-1}$) is the change in elevation of the riverbed through time, $U$ (m yr$^{-1}$) is the rock uplift rate, $\tau_b$ (Pa) is the basal shear stress, $\tau_c$ (Pa) is the critical shear stress, $a$ is a dimensionless constant dependent on the physical process of erosion, and $k_b = \left(m^{(a+1)}/C_0^a \right)$ kg( yr$^{-1}$ Pa$^{-a}$) is an erosivity constant that incorporates erosion process and bedrock lithology and strength. Theoretically determined values for $a$ range between 1 and 7/2 based on different incision mechanisms [Foley, 1980; Hancock et al., 1998; Howard and Kerby, 1983; Whipple et al., 2000]. In all experiments presented here, a value of $a = 3/2$ is chosen in accordance with a stream power-based incision law in which the rate of incision is proportional to the rate of energy dissipation per unit bed area [Howard et al., 1994; Seidl and Dietrich, 1992; Whipple and Tucker, 1999]. Sensitivity experiments verified that the range of uplift histories found does not depend on the choice of $a$ (see section 5.3.3). Empirically determined values of the dimensional erosion coefficient $k_b$ vary over several orders of magnitude [Stock and Montgomery, 1999], and the units of $k_b$ are dependent on the value of $a$. $k_b$ is a free parameter in the Monte Carlo search (see Table 1 for range of values) because it exerts a strong control on the...
the magnitude of incision rates and is dependent on multiple, under-constrained properties, such as bedrock erodibility. 

\[ \tau_b = \rho_w C_f \frac{g}{W} \left( \frac{Q}{W} \right)^{1/2} S^{\gamma} \]  

\[ (2) \]

where \( \rho_w \) (kg m\(^{-3}\)) is the density of water, \( C_f \) is the Darcy-Weisbach dimensionless friction factor, \( g \) (m yr\(^{-2}\)) is gravitational acceleration, \( Q \) (m\(^3\) yr\(^{-1}\)) is channel discharge, \( W \) (m) is channel width, and \( S \) (m m\(^{-1}\)) is the local channel bed slope, which is an approximation for the channel surface slope [Snyder et al., 2000; Tucker and Slingerland, 1997]. Values assigned to parameters \( \rho_w \), \( C_f \) and \( g \) are listed in Table 2. Channel slope is calculated by differencing the elevation of the local node with that of the downstream node.

Parameterization of the discharge terms \( Q \) and \( W \) in equation (2) determines the shape of the steady state river profile and the river response to changes in discharge. In this study, we explicitly account for nonuniform precipitation distributions within the catchment (see section 3.2) and the dependence of channel width on discharge [Montgomery and Gran, 2001; Yantites and Tucker, 2010]. Total discharge at a point on the profile is assumed to be proportional to the integral of upstream drainage area and precipitation rates. Upstream drainage area, \( A \) (m\(^2\)), is prescribed following Hack’s law [Hack, 1957]

\[ A = k_s x^h \]  

\[ (3) \]

where \( k_s \) (m\(^{2-}\)) is a dimensional constant and \( h \) (dimensionless) is the reciprocal of the Hack exponent. Appropriate values of \( k_s = 130 \text{m}^{1/2} \) and \( h = 1.5 \) were determined for the Ocoña catchment from a 30 m Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) digital elevation model (DEM) [Ministry of Economy, Trade and Industry (METI) and NASA, 2001]. The relatively low value of \( h \) for this catchment [Hack, 1957; Rigon et al.,

**Figure 3.** The Monte Carlo search process incorporates the following model set up and evaluation steps. (a) Initial and final paleosurface elevations. Initial plateau elevation is randomly selected from discrete 0.5 km intervals between 1.0 and 3.5 km. (b) Range of rock uplift rates for each initial plateau elevation. Rock uplift occurs in two stages with rates that together raise the initial surface to the modern observed paleosurface elevation (Figure 3a). Typical uplift rates are \( \sim 0.1-0.2 \text{mm yr}^{-1} \). (c) Precipitation rates simulated by RegCM for plateau elevations at 100%, 75%, 50%, and 25% of modern elevations and a “Low Andes” scenario in which maximum elevation is 250 m [Ehlers and Poulsen, 2009; Insel et al., 2010]. In river incision simulations, precipitation rates are tied to plateau elevations and interpolated for elevations between those simulated by RegCM. Additional fluvial erosion parameters are selected at random from a range of discrete values (Table 1) and river profile erosion is simulated for 16 Myr. (d) \( \chi^2 \) misfit. The final river profile is compared with the modern river profile using a \( \chi^2 \) misfit (equation (7)). Input parameters for all simulations that fit the modern river profile with a \( \chi^2 < 10 \) are stored, and the experiment is repeated with new parameters.
and inclusion of \( \Delta \) as a free parameter does not increase the range of plausible uplift histories. However, \( b_w \) is a free parameter in the Monte Carlo search (Table 1). Values that are both consistent with empirical observations and that give reasonable channel widths were selected to limit the range of search parameters.

Table 1. Range of Parameter Values in Monte Carlo Search

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Range of Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erosivity constant</td>
<td>( k_b )</td>
<td>( 5 \times 10^{-34}, 7.5 \times 10^{-34}; 1 \times 10^{-33}, 2.5 \times 10^{-33}; 5 \times 10^{-33}, 7.5 \times 10^{-33}; 1 \times 10^{-32}, 2.5 \times 10^{-32}; 5 \times 10^{-32}, 7.5 \times 10^{-32}; 1 \times 10^{-31}, 5 \times 10^{-31}; 1 \times 10^{-30} )</td>
<td>m(^{3/2}) yr(^{-1}) kg(^{-3/2})</td>
</tr>
<tr>
<td>Shear stress exponent</td>
<td>( a )</td>
<td>( 3/2 )</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Grain size</td>
<td>( D )</td>
<td>( 0; 0.02; 0.05; 0.1; 0.2; 0.3; 0.5; 1.0 )</td>
<td>m</td>
</tr>
<tr>
<td>Channel width coefficient</td>
<td>( k_w )</td>
<td>( 0.001 )</td>
<td>yr(^{bw}) m(^{(3bw-1)})</td>
</tr>
<tr>
<td>Drainage area exponent</td>
<td>( h )</td>
<td>( 0.40; 0.45; 0.50; 0.55 )</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Drainage area coefficient</td>
<td>( k_a )</td>
<td>( 130 )</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Initial plateau elevation</td>
<td>( E_i )</td>
<td>( 1000–3000; 500 ) m interval</td>
<td>m</td>
</tr>
<tr>
<td>Uplift stage 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraction of total amount</td>
<td>( U_a )</td>
<td>( 0–0.9; 0.1 ) interval</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Fraction of total time</td>
<td>( U_t )</td>
<td>( 0.1–0.9; 0.1 ) interval</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Three-Stage Uplift Only</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraction of total amount</td>
<td>( U_{a1}; U_{a2} )</td>
<td>( 0–0.8; 0.2 ) interval</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Fraction of total time</td>
<td>( U_{t1}; U_{t2} )</td>
<td>( 0–0.9; 0.1 ) interval</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>

Fluid and the sediment, \( g \) (m yr\(^{-2}\)) is gravitational acceleration, and \( D \) (m) is the median grain size. In the model, critical shear stress values are determined from a range of \( D \) between 0.02 and 1 m (Table 1), which is equivalent to critical shear stresses of 15–730 Pa when combined with appropriate values of \( \tau_v^c, \Delta \rho, \) and \( g \) (Table 2). An option of a critical shear stress of zero, and consequently no erosion threshold, is also included in the Monte Carlo search experiments (Table 1).

Table 2. Constants Used in 1-D River Profile Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darcy-Weisbach friction factor</td>
<td>( C_f )</td>
<td>0.03</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Shields stress</td>
<td>( \tau_v^c )</td>
<td>0.045</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Density contrast</td>
<td>( \Delta \rho )</td>
<td>1650</td>
<td>kg m(^{-3})</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>( g )</td>
<td>9.81</td>
<td>m s(^{-2})</td>
</tr>
<tr>
<td>Density of water</td>
<td>( \rho_w )</td>
<td>1000</td>
<td>kg m(^{-3})</td>
</tr>
</tbody>
</table>

1996] indicates the relatively large proportion of the catchment area that lies in the upper reaches, making this catchment particularly sensitive to climatic change in the headwater region. The distribution of precipitation within the catchment, and therefore along-stream discharge volume, is taken from climate simulation results as described in section 3.2. Channel width at node \( i \) is related to stream discharge according to

\[
w_i = k_w Q_i^{bw}
\]

where \( k_w \) (yr\(^{bw}\) m\(^{(3bw-1)}\)) is a dimensionless coefficient and \( b_w \) is a dimensionless positive constant. Empirically determined values of \( b_w \) vary from 0.4 to 0.6 [Leopold and Maddock, 1953; Montgomery and Gran, 2001; Yanites and Tucker, 2010]. In this study, we hold \( k_w \) constant at 0.001 yr\(^{bw}\) m\(^{(3bw-1)}\) in all simulations because variation in this parameter is countered by variation of \( k_b \) and inclusion of \( k_w \) as a free parameter does not increase the range of plausible uplift histories. However, \( b_w \) is a free parameter in the Monte Carlo search (Table 1). Values that are both consistent with empirical observations and that give reasonable channel widths were selected to limit the range of search parameters.

\[\Delta \rho = \rho_i - \rho_w\]

where \( \tau_v^c \) is a dimensionless critical shear stress (Shields stress), \( \Delta \rho \) (kg m\(^{-3}\)) is the density difference between the fluid and the sediment, \( g \) (m yr\(^{-2}\)) is gravitational acceleration, and \( D \) (m) is the median grain size. In the model, critical shear stress values are determined from a range of grain sizes (\( D \)) between 0.02 and 1 m (Table 1), which is equivalent to critical shear stresses of 15–730 Pa when combined with appropriate values of \( \tau_v^c, \Delta \rho, \) and \( g \) (Table 2). An option of a critical shear stress of zero, and consequently no erosion threshold, is also included in the Monte Carlo search experiments (Table 1).

\[\frac{dh}{dt} = U - \left( k_b \tau_v^c - k_b \tau_v^c \right) \tau_v^c > \tau_v^c\]

At each time step, the slope values, discharge, and channel width are used to calculate the local shear stress for each node (equation (2)). Node spacing is 500 m and the model time step is 1000 years. Topography is then updated based on equations (6) and (1b), except for the final node, which is held fixed at sea level. The evolution of the profile and the total amount of incision are tracked throughout the simulation.

3.2. Initial and Boundary Conditions for the Ocoña Catchment

[16] Initial and boundary conditions for the Ocoña catchment are defined as follows. The modern elevation of the 16 Ma paleosurface was extracted from a 30 m ASTER DEM [METI and NASA, 2001] and regional geologic maps [Instituto Geológico Minero y Metalúrgico, 2004] by spline fitting the modern elevation of the Huayllillas ignimbrite base following the method of Schildgen et al. [2007] (see the auxiliary material for details). Assuming negligible hillslope erosion, rock uplift has raised the original paleosurface from an initial, unknown elevation to its modern elevation over the last 16 Myr. The geometry of the paleosurface at the onset of the simulation is prescribed as a flat plateau and ramp to zero elevation at the coast (Figure 3a). A ramp-and-flat geometry was chosen for the initial topography because it defines an uplift rate that is constant on the
plateau, suggests some outward growth of the plateau, and decreases toward the coast. This pattern is consistent with the conclusion of Schildgen et al. [2009b] who describe the uplift pattern as a combination of monoclinal development and block uplift. For simplicity, our initial simulations combine these two deformation styles throughout the simulation. We explore scenarios in which monoclinal uplift switches to block uplift during the late Miocene in section 5.1. Alternative geometries for the initial shape of the paleosurface were explored including a river profile that has a concavity similar to the modern river. However, these geometries require an uplift rate that has a maximum at ~200 km from the headwaters that is not compatible with regional tectonic development. The initial elevation of the plateau is treated as a free parameter, $E_0$, in the Monte Carlo search (Table 1). Plateau elevations of less than 1 km at 16 Ma are unlikely because significant material had already been shed from the mountain front at this time [Roperch et al., 2006], indicating the prior establishment of significant topography. Conversely, plateau elevations >3 km at 16 Ma are inconsistent with geologic evidence for at least 1.5 km of surface uplift since deposition of regional ignimbrites 16–14 Ma. Simulated initial plateau elevations considered are therefore limited to range between 1 and 3 km (Figure 3a and Table 1), with simulations initiated at discrete 500 m intervals.

In our initial suite of simulations, rock uplift rates are defined to raise the initial surface up to the modern paleosurface elevation in two stages of different rates (Figure 3b). In the model, the rock uplift rate is determined by two random numbers that describe the first uplift stage in terms of the amount of uplift ($U_1$) that occurs in, and the duration ($U_2$) of, the first uplift stage (Table 1). The spatial distribution of uplift rates is independent on the shape of the prescribed initial topography and the magnitude of uplift rates depends on the initial plateau elevation (Figure 3b). Rock uplift rates and surface uplift are considered to be equivalent because background erosion rates and flexural isostatic response are likely to be small compared to uplift amounts [Lamb, 2011; Simpson, 2004]. We explore more complex uplift histories, including 3-stage uplift and a component of block uplift, in section 5.1.

The discharge term ($Q/W$, equation (3)) is commonly calculated based on the assumption that precipitation rates are uniform throughout the catchment and that each unit area therefore contributes the same volume to the total discharge. For this study, we account for spatial and long-term variability in precipitation rates by using results from the regional climate model RegCM. Ehlers and Poulsen [2009] and Insel et al. [2010] performed several climate model simulations in which the Andean topography was modified for lower plateau elevations. South American climate was simulated at 5 km grid spacing, 25%, and low (250 m) Andean elevations. For this study, a north-south transect of mean annual precipitation rates was extracted across the Ocoña catchment from each of these simulations (Figure 3c). At each point on the climate data transect, mean annual precipitation rates were averaged across three longitudinal grid cells spanning the width of the catchment. RegCM is known to overestimate precipitation rates in this region, so absolute values were scaled to give precipitation rates of ~3.5 mm d$^{-1}$ (~1.3 m yr$^{-1}$) in the headwaters (Figure 3c) while maintaining the spatial gradient that compares well with observations (Figure 2). In the river incision model, precipitation rates at each time step are interpolated to the appropriate elevation. Climate inputs are not a free parameter in the Monte Carlo search. The Monte Carlo search therefore includes seven free parameters (Table 1) that account for uncertainties in river incision parameterization ($k_p$, $h_n$, and $D$), initial conditions at 16 Ma ($E_0$), and surface uplift history ($U_1$ and $U_2$).

### 3.3. Model Evaluation Criteria

For each simulation in the Monte Carlo search, model output is evaluated based on a comparison with the modern river profile and the ability to replicate the timing of incision onset and completion (Figure 3d). The success of the model in simulating the observed river profile is measured using the reduced $x^2$ misfit function:

$$x^2 = \frac{1}{n - v - 1} \sum_{i} (\frac{\text{sim}_i - \text{obs}_i}{\text{tolerance}})^2$$

where $n$ is the number of nodes on the river profile (601 nodes, 500 m spacing), $v$ is the number of free variables, $\text{sim}_i$ is the simulated river elevation at node $i$, and $\text{obs}_i$ is the elevation of the smoothed, observed river profile at node $i$. The tolerance is 150 m, given by the estimated error on the filled and smoothed river profile extracted from a 30 m ASTER DEM [METI and NASA, 2001]. In this study, the western, Maran, branch of the river (Figure 1) is simulated because it is more deeply incised. Furthermore, the upper Cotahuasi (eastern) branch was filled by volcanics ~2 Ma which complicates model evaluation based on the modern river profile [Thouret et al., 2007]. To ensure that previously glaciated regions were not included in the analysis, the observed profile was truncated at ~50 km from the headwaters (Figure 3). The $x^2$ misfit is a measure of how well the model reproduces the shape and elevation of the modern river profile. The $x^2$ misfit also measures the total amount of incision, because the total amount of incision is the difference between the elevation of the modern river profile and the modern elevation of the 16 Ma paleosurface, which is fixed for all simulations. Only simulations that yield a $x^2$ misfit ≤ 2 (Figure 4) are discussed in the results (section 4).

Acceptable river simulations must also obey two constraints on the timing of incision: (1) erosion into the paleosurface must be less than 600 m at 12 Ma along the full length of the profile, and (2) at least 90% of the total incision must have occurred by 2 Ma between 80 and 125 km from the river outlet. Hereafter, these two constraints are referred to as the “incision onset constraint” and the “incision completion constraint,” respectively. Incision onset timing is constrained by modeling of thermochronometry data [Schildgen et al., 2009b] and dated channel fill deposits [Thouret et al., 2007]. Timing of incision completion is constrained by dated volcanic deposits close to, or at, the present-day valley floor (Figure 1) [Schildgen et al., 2007; Schildgen et al., 2009b; Thouret et al., 2007]. The model constraints were chosen as a combination of multiple available constraints with the goal of identifying simulations that display both an increase in incision rate during the first few million years of simulation and a slowing to near-completion by the end of the simulation. Due to the simplicity of the model, stricter constraints that more faithfully represent some of the geological observations, for example, less than 300 m incision by 8 Ma and 100% complete incision by 2 Ma, result in the rejection of all simulated scenarios. In the following...
Carlo search is shown in black. The modern river profile is truncated at ~50 km to remove the region influenced by glacial erosion and the χ^2 misfit is calculated only for the portion of river shown.

Section, we therefore demonstrate the different effects of climate and tectonic factors on profile evolution under relatively simple tectonic and incision conditions and discuss more complicated uplift models in sections 5.1.1 and 5.1.2.

3.4. Model Caveats

[21] Geological factors that are not explicitly accounted for in the model include drainage re-organization, lithological variations, volcanic valley infill, mass wasting, and glaciation. The model assumes that the river is governed by detachment-limited erosion that includes a threshold; variations in sediment flux are not accounted for. The shear stress incision law approach presented here is an approximation of a more complete treatment of incision thresholds under stochastic discharge conditions [Lague et al., 2005; Snyder et al., 2003; Tucker, 2004]. Short-term precipitation variability is not sufficiently well resolved by existing paleoclimate model simulations to enable the use of a stochastic discharge model in this study. A more rigorous approach that includes short-term precipitation variability is a future research goal. It is therefore assumed that RegCM precipitation rates are representative of the long-term discharge and that all precipitation becomes surface runoff. Finally, surface uplift is prescribed to occur in two stages, which do not permit more complex uplift histories. In order to validate our results, we examine and quantify (see sections 5.2 and 5.3) the impact of these factors on the results using additional Monte Carlo searches with slightly modified model formulation.

4. Results

[22] Monte Carlo searches were successful in finding a range of geologic and geomorphic parameters that fit the observational constraints defined in section 3.3. Experiment results are presented in the following way. First, the sensitivity of the model to climate and tectonics is demonstrated with example simulations using parameter values chosen from the suite of successful simulations. Second, results of the Monte Carlo search are presented in terms of plausible plateau uplift histories. Finally, the influence of erosion parameters on the model is examined. The fit of the Monte Carlo model to the data is presented in the following two ways: (1) A "good-fit" simulation is defined here as one that obeys the geologic timing constraints and fits the modern river profile with a χ^2 misfit ≤ 1 (equation (7)). This criterion was chosen because it implies the model is fitting the observed modern river profile within one standard deviation of uncertainty in elevation. (2) An “acceptable” simulation is defined as one that obeys the timing constraints and river profile elevation with a χ^2 misfit ≤ 2. This criterion means the model fits the modern river profile elevation at the two standard deviation level. Simulation results with larger χ^2 misfit values (e.g., χ^2 misfit ≤ 10; Figure 4) are shown only for reference to illustrate model sensitivity to poor combinations of parameters.

4.1. Demonstration of Model Behavior

4.1.1. Baseline Simulation

[23] Results are shown for three individual simulations to illustrate the model setup and behavior with respect to different parameter choices. The first of these is the “baseline simulation” (Figure 5), which is an example of a single simulation (i.e., without a Monte Carlo search) that yields a good fit to observations. The baseline simulation was initiated with a plateau elevation of 2 km at 16 Ma. Surface uplift rates of ~0.24 mm yr^{-1} on the plateau were applied between 16 and 9.6 Ma (Figure 5a). At 9.6 Ma, uplift rates on the plateau were reduced to ~0.11 mm yr^{-1} and remained at this rate until the end of the simulation (present day). Precipitation rates change with increasing plateau elevation according to RegCM climate model simulations (Figure 3c). The river profile was recorded every 4 Ma throughout the simulation (Figure 5b) and tracks the response of the river to both surface uplift and changing precipitation rates. The initial river profile at 16 Ma (Figure 5b) is a flat ramp to the coast. Incision is initially strongest at the coast (300 km; Figure 5b) and propagates inland through time with active incision dissecting the plateau margin after ~12 Ma. At the end of the simulation, the river is still actively incising. The most distal 50 km of the river profile attain steady state by 8 Ma.

[24] The timing and spatial distribution of incision are also recorded throughout the simulation. The total amount of incision is recorded in 2 Ma intervals (Figure 5c). Maximum total amounts of incision are greater than 2.5 km and occur in the middle reaches of the river (~150 km along the profile; Figure 5c). In the baseline simulation, the amount of incision between 16 and 14 Ma is low (~200 m). Through time, incision rates increase and the locus of maximum incision rate (denoted by the distance between two adjacent lines) propagates upstream. By 2 Ma, maximum incision rates are located at ~90 km along the profile and the most distal ~100 km are at, or near, topographic steady state (Figures 5b and 5c).

[25] Figure 5c also demonstrates how the incision-timing constraints are used to evaluate the model. If the total erosion at 12 Ma lies outside of the gray shaded area (600 m total incision), the simulation violates the incision onset constraint. Similarly, the total erosion since 2 Ma must lie within the red-shaded box (10% of the total erosion), to obey the incision completion constraint. In this baseline simulation, the final river profile fits the modern observed river with a χ^2 misfit of 0.39 (Figure 5d). In this example, all three
evaluation criteria are met and the model is considered to represent a good fit to the observations. In a Monte Carlo search, the input parameters would be stored and included in the range of good fit results. If any of these three criteria were not met, then the experiment is discarded. For a given set of erosion parameters, the simulations are sensitive to the tectonic and climatic conditions. We demonstrate this sensitivity with two additional individual experiments. As with the previous simulation (Figure 5), these experiments are individual simulations and a Monte Carlo search is not used.

### 4.1.2. Tectonic Sensitivity Experiment

In the first of these, the “tectonic sensitivity experiment,” uplift rates are held steady at $\sim 1.6 \text{ mm yr}^{-1}$ throughout the simulation (Figure 6). Uplift rates during the first 6.4 Myr of simulation are therefore lower than the baseline simulation, and uplift rates since 9.6 Ma are higher than the baseline simulation (Figure 6a). Due to the lower initial uplift rates, the river gradient from the plateau margin to the coast is lower than the baseline simulation (Figure 6b). Additionally, because plateau elevations are lower during the simulation, and precipitation rates increase with increasing elevation (Figure 3c), the discharge is also lower than in the baseline simulation. Consequently, initial incision rates are lower and incision propagates upstream more slowly (Figure 6b).

Slower incision rates throughout the simulation result in less total erosion than the baseline experiment (Figure 6c). Total incision is less than 90% between 80 and 125 km from the outlet by 2 Ma and the incision completion constraint is therefore broken. Furthermore, the total erosion throughout the simulation is too low (Figure 6d) and the final river profile has a $\chi^2$ misfit of 2.65. A steady uplift from 2 km at 16 Ma is therefore not compatible with the incision constraints under the specified erosion parameters because incision rates are initially too low due to the lower elevation, but the increase in uplift rate results in incision rates that are too high during the last 4 Ma of simulation.

### 4.1.3. Climate Sensitivity Experiment

In the final individual experiment, we demonstrate the importance of the long-term temporal variation of precipitation by holding precipitation rates constant through time. Precipitation rates are therefore not linked to plateau elevation, as is the case in the previous simulations (Figures 5 and 6). The previous experiment (Figure 6) showed how a combination of topographic and precipitation conditions controls the timing of the onset of rapid incision. By holding precipitation rates constant, we demonstrate the importance

---

**Figure 5.** Rock uplift rates and model output for an example “baseline” simulation. (a) Rock uplift rates applied between 16 and 9.6 Ma (green), and 9.6 and 0 Ma (orange). (b) River profile development at 4 Myr intervals during the simulation. (c) Total incision since time $t$. Differences between consecutive time lines indicate the amount of erosion that occurred in that time interval. Incision onset constraint: maximum of 600 m incision before 12 Ma (gray shading). Incision completion constraint: at least 90% of incision must occur by 2 Ma (red shading). (d) Simulated final river profile (green), observed modern profile (blue), and simulated and observed modern elevation of 16 Ma paleosurface (gray). The $\chi^2$ misfit for this simulation is 0.87.
of elevation-dependent precipitation. For the simulation shown in Figure 7, all model parameters are identical to those in the baseline simulation (Figure 5) except for precipitation rates, which are taken from the 100% Andean elevation case (Figure 3c). Modern precipitation rates enable rapid incision at low (<3 km) plateau elevations. The lower reaches of the river quickly approach topographic steady state (200–300 km along profile; Figure 7b). Incision amounts between 16 and 12 Ma are high enough to break the incision onset constraint between 210 and 230 km along the river profile (Figure 7c). A constant precipitation rate also results in greater total incision amounts (Figure 7d) giving a final river profile $\chi^2$ misfit of 2.06, lower than with the steady uplift rate, but higher than the baseline simulation (Figure 7d).

Together, these three experiments demonstrate how different tectonic and climatic conditions can alter the river profile evolution for a specific set of erosion parameters. However, simulations with a different uplift rate or initial elevation may be compatible with geological constraints under a different set of erosion parameters ($b_w$, $D$, and $k_b$). Monte Carlo searches over a wide range of parameter values are therefore needed to establish the full range of plausible uplift histories. The following sections present Monte Carlo search results.

4.2. Monte Carlo Results for Northern Altiplano Surface Uplift Histories

A Monte Carlo search, performed as described in section 3 (see also Figure 3), with $1.64 \times 10^7$ simulations identifies a wide range of uplift histories that produce acceptable or good fit results. Figure 8a shows the range of plateau uplift histories that are compatible with geological constraints. Ranges of plateau uplift histories are shown for cumulatively applied constraints, to demonstrate how each of the good fit criteria (incision onset constraint, incision completion constraint, and river $\chi^2$ misfit) determines the final set of results. Each shaded region encompasses several individual uplift histories that fit the specified constraints (Figure 8b). Not all past elevation paths within the shaded region can necessarily produce a good fit result, rather all good fit results lie within the shaded region. Different regions indicate how each individual constraint determines the acceptable uplift history range. In these, and all following figures, “plateau elevation” refers to the elevation of the undissected plateau (e.g., Figure 7b).

Monte Carlo searches reproduce the modern river profile with a $\chi^2 < 2$ under a wide range of uplift histories, and the $\chi^2$ misfit alone does not define a meaningful uplift history range (Figure 8a, region 1). This range includes uplift histories with initial elevations at 16 Ma between 1.5 and 3 km, those with close to modern elevations at 14 Ma, and those in which elevations remain below 2 km until 2 Ma. The more extreme of these uplift scenarios is geologically unrealistic. Applying incision-timing constraints greatly reduces the range of acceptable uplift histories. Application of the incision onset constraint results in the rejection of uplift histories in which high (>3.5 km) plateau elevations are attained prior to 13 Ma (Figure 8a, region 2). Application of the incision completion constraint reduces the parameter space by rejecting scenarios in which low elevations persist throughout the simulation (Figure 8a, region 3). The range of uplift histories is reduced still further when results are restricted to those that fit both geological constraints and have a river $\chi^2$ misfit $<1$ (Figure 8a, region 4). Of the $1.64 \times 10^7$ scenarios tested, 114 produced an acceptable fit to the model constraints (Figure 8a, region 3) and 52 produced a good fit to the model constraints (Figures 8a and 8b, region 4).

In combination, the constraints require that plateau elevations were 1.5–3 km at 16 Ma, reached a minimum of ~3 km by 10 Ma, and were ~3.5 km by 5 Ma. Plateau elevations close to the modern may have been attained as early as 6 Ma and as late as <1 Ma. Individual uplift paths (Figure 8b) indicate that with one exception, most good fit simulations have an uplift history that slows over time. The switch to a lower uplift rate occurs anywhere between 14 and 5 Ma. Only uplift rates that were close to, or less than, $-0.1 \text{ mm yr}^{-1}$ over the last 6 Ma are compatible with the incision completion constraint.

4.3. River Incision Parameters

The Monte Carlo search identifies not only the range of uplift histories but also the range of river erosion parameters that are capable of producing good fit results. The number of simulations that produced acceptable or good fit results with each discrete value of parameters $k_b$, $D$, and $b_w$, and the initial elevation, $E_o$, is shown in Figure 9. Simple, individual simulations (not shown) demonstrate that the sensitivity of profile evolution to an individual erosion parameter is significant. However, many parameter values included in the search yield an acceptable fit when combined with an appropriate combination of other parameters. Search results demonstrate that the erosion constant, $k_b$, is limited to between $1.25 \times 10^{-33}$ and $50 \times 10^{-33} \text{ m}^{3.5/2} \text{ yr}^{-2} \text{ kg}^{-3/2}$ (Figure 9a). The largest number of good fit results were found for $k_b = 2.5 \times 10^{-33} \text{ m}^{3.5/2} \text{ yr}^{-2} \text{ kg}^{-3/2}$.

The frequency plots do not indicate a strong preference for particular values of the other model parameters. The range of grain sizes that resulted in acceptable fit simulations is limited to those with a median grain size of less than 10 cm ($D$; Figure 9b), corresponding to a critical shear stress of 73 Pa. No simulations with zero-erosion threshold were successful at the $\chi^2 \leq 1$ level, which indicates the importance of including an erosion threshold in the model formulation and suggests that threshold processes were important in the evolution of the canyon. Only values of $b_w$ between 0.4 and 0.5 produced good fit results (Figures 9c and 9d), and only three simulations with $b_w$ equal to 0.55 gave an acceptable fit to the results. There is significant overlap between uplift histories found with different values of $b_w$. However, the good fit initial plateau elevation values are sensitive to the choice of $b_w$. For example, for $b_w = 0.5$, the range of initial plateau elevation ranges from 2 to 3 km, whereas for $b_w = 0.45$, initial plateau elevation ranges from 1.5 to 2.5 km and good fit uplift rates from 10 Ma to present are higher than for $b_w = 0.5$. This finding underscores the importance of considering the dynamics of channel width in modeling the evolution of slope in tectonically active landscapes. Similarly, larger median grain sizes, and therefore a higher erosion threshold, require more easily erodible substrate to produce a good fit to the constraints. Figure 8 emphasizes the benefits of using a Monte Carlo search approach to the investigation of river incision development. The three river erosion parameters are under-constrained for the river of interest, and assuming a single value for each
5. Discussion

5.1. Surface Uplift of the Northern Altiplano

This study is motivated by the hypothesis that the influence of climate change on river incision could reconcile observations of high-magnitude river incision with a slow and steady end-member model of surface uplift [Barnes and Ehlers, 2009; Ehlers and Poulsen, 2009]. Our results show that a wide range of northern Altiplano uplift histories are consistent with records of incision on the western flanks. Our results suggest that at 16 Ma, the northern Altiplano was between 1 and 3 km elevation (Figure 8), by 10 Ma elevations had reached 3–3.75 km, and by 5 Ma plateau elevations exceeded 3.5 km. Both the range of good fit uplift histories (Figure 8) and uplift paths from individual simulations indicate that uplift rates slowed through time. That is, most successful search results indicate that uplift rates were slower in the second uplift stage than the first uplift stage. Timing of the transition between the two uplift stages varies considerably between 14 and 5 Ma and is independent of the initial plateau elevation.

Incision-timing constraints play an important role in determining the good fit uplift history range shown in Figure 8. The incision onset constraint determines the upper limit of plateau elevation through time and requires that plateau elevations were below 3.5 km until 13 Ma. In contrast, the incision completion constraint determines the lower limit of plateau elevation development. Volcanic deposits that are close to the modern day river elevation and dated at ~2 Ma were used to define the incision completion constraint (Figure 1b). Simulations that have sufficiently low incision rates during the last 2 Ma to fit this constraint are those in which recent (<5 Ma) plateau uplift rates are low (less than ~0.1 mm yr⁻¹) and the river profile is approaching topographic steady state. The lack of knickpoints is consistent with, though not conclusive evidence for, topographic steady state. Other processes, such as a reduction in precipitation, lithological boundaries, drainage re-organization, or volcanic infill, can limit incision rates and may explain the small incision magnitudes since 2 Ma. If these processes are important, modern uplift rates may be higher than those found in the Monte Carlo process. It is unlikely that a lithological
change caused a slowing of incision rates in the last 2–5 Ma because the river has incised through >1 km of Paleozoic to Mesozoic intrusive rocks. Volcanic valley fill may have slowed river incision by covering the valley base and by providing an additional source of sediment that would delay bedrock incision until the sediment was flushed out of the system.

5.1.1. Three-Stage Uplift Scenario

[37] Stable isotope-based paleo-elevation reconstructions from the southern Altiplano that assume no change in climate from the modern suggest that a phase of rapid elevation increase of up to ~2 km occurred between 10 and 6 Ma [Hoke and Garzione, 2008; Garzione et al., 2008; Ghosh et al., 2006; Quade et al., 2007]. By prescribing a two-phase uplift history, the model setup presented in Figure 8 does not permit a pulse of rapid uplift during the late Miocene and therefore does not permit a fair comparative evaluation of the slow and steady and punctuated end-member models of surface uplift [Barnes and Ehlers, 2009]. We address this alternative uplift scenario with an additional Monte Carlo search in which uplift is permitted to occur in three stages (Figure 10).

In order to reduce the number of possible parameter combinations and to make the search viable, the discretization of parameter space is coarser than in the two-stage uplift search. During each stage, uplift amounts ($U_{a1}$ and $U_{a2}$) are discretized at 0, 0.2, 0.4, 0.6, and 0.8 times the total elevation increase (Table 1). To evaluate this, we conducted an additional $1.6 \times 10^6$ Monte Carlo simulations, of which 1013 produced an acceptable fit to the model constraints and 352 produced a good fit to the model constraints.

[38] The initial elevation range found by the three-stage uplift search is greater than that found in the two-stage uplift search (1–3 km; Figures 8 and 10). Furthermore, the three-stage uplift permits a wider range of elevations throughout the remainder of the simulation duration. For three-stage uplift, good fit results indicate that the plateau surface elevations were between 2.75 and 4 km at 10 Ma and between 3.0 and 4.25 km at 5 Ma. Good fit results include some that are consistent with the punctuated uplift end-member model. These simulations have uplift rates that are initially low (<0.15 mm yr$^{-1}$) followed by a pulse of high uplift rates. However, the timing of the uplift pulse is generally earlier than that found in proxy records. Simulated uplift pulses begin 14–11 Ma and last for 1.5–3 Myr, before decreasing for the final uplift stage. The Monte Carlo search also found good

**Figure 7.** This simulation (climate sensitivity experiment) is identical to the baseline experiment (Figure 5) except that the precipitation rate is held at rates corresponding to 100% Andean elevation (see Figure 3c) throughout the simulation. For comparison, the results of the baseline experiment (Figure 5) are shown as dashed lines and the following comments describe differences between the two experiments. (a) Uplift rates for each stage are identical. (b) River incision is more rapid at the onset of the simulation and the lower reaches attain topographic steady state at an earlier time. (c) Total incision by 12 Ma exceeds 600 m, breaking the incision onset constraint. (d) The final river profile has a $\chi^2 = 2.06$. It is more deeply incised than the baseline and tectonic sensitivity experiments. This simulation does not yield a good fit to the constraints.
5.1.2. Block Uplift Scenario

where the magnitude of precipitation change was greatest. Incision may have been more substantial on the eastern and timing elsewhere on the Altiplano. However, climate change as a result of the range of uplift histories presented here are most relevant to the northern Altiplano. The canyon is located at the northern margin of the Altiplano, the bound on the plateau elevation range is similar. 

The original Monte Carlo search presented does not include a stage of block uplift, and due to the model formation, incision of the piedmont begins early (<14 Ma) in all simulations. We therefore test the above scenario with a suite of simulations in which the uplift style is prescribed to change from monoclinal to block uplift during the simulation. During phase one (monoclinal uplift), two uplift stages are permitted to raise the paleosurface from the initial elevation to a prescribed height below the modern paleosurface elevation. Phase two (block uplift) is permitted to begin between 9.6 and 3.2 Ma. The uplift amount during phase two is defined as the modern elevation of the paleosurface at the coast (800 m). All other parameter ranges are the same as in the original Monte Carlo search (Table 1 and Figure 8), and precipitation rates are prescribed to vary with plateau elevation (Figure 3c). Simulations are evaluated in the same way as the previous

Based on combined sedimentology and thermochronology observations, Schildgen et al. [2009a] suggested that uplift of the south Peruvian forearc occurred in two phases with distinct styles. Within ~50 km of the coast, a regional bajada surface is capped by coarse river gravels that are thought to have graded to sea level at the time of abandonment. Intercalated ashes indicate that the bajada was active until ~5 Ma in the Vitor and Sihuas valleys, to the east of the Ocoña catchment. These valleys also contain large (~1 km) knickpoints at 40–60 km from the modern coastline that are likely related to abandonment of the bajada surface [Schildgen et al., 2009a]. Similar gravels are present in the Ocoña catchment, but no major knickpoint is present due to the relatively faster response time of the larger catchment. To account for both incision onset prior to ~8 Ma and active, shallow river channels near the coast at ~5 Ma, Schildgen et al. [2009a] propose a change in uplift style ~5 Ma. In this scenario, the western cordillera was initially uplifted relative to the piedmont by monoclinal folding during phase one, followed by a second phase of ~1 km of block uplift extending from the plateau to the coast.

Uplift histories constrained by incision of the Ocoña canyon are consistent with either a slow and steady or a punctuated model of surface uplift. In reality, it is likely that the regional uplift history was more complex than any of the scenarios explored in this study, both in space and in time. For example, coastal morphology suggests renewed uplift of >100 m during the Quaternary [Regard et al., 2010]. However, existing geological constraints do not require or enable the identification of these complexities. Because the Ocoña canyon is located at the northern margin of the Altiplano, the range of uplift histories presented here are most relevant to the northern Altiplano. However, climate change as a result of Andean uplift may also help to explain incision amounts and timing elsewhere on the Altiplano flanks. Climate-driven incision may have been more substantial on the eastern flanks where the magnitude of precipitation change was greatest.

5.1.2. Block Uplift Scenario

Figure 8. (a) Past plateau elevations that produce acceptable fits to the following cumulatively applied, geological constraints in a Monte Carlo search: (1) river $x^2$ misfit less than or equal to 2; (2) incision onset constraint—total incision at 12 Ma must be less than 600 m; (3) incision completion constraint—incision is at least 90% complete by 2 Ma; and (4) simulations that fit both timing constraints with a river $x^2$ misfit less than or equal to 1. An uplift rate of 0.1 mm yr$^{-1}$ is shown for reference (dashed gray line). “Acceptable” and “good” fit results are shown as regions 3 and 4, respectively. (b) Individual plateau uplift histories (white) that define region 4 of Figure 8a.
Monte Carlo searches using the incision onset and completion constraints and a $\chi^2$ comparison with the modern river profile. There are therefore two aspects of the uplift history that are explored using the “block uplift” Monte Carlo search: (1) the rates of uplift during the two stages of the first monoclonal uplift phase and (2) the timing of transition to block uplift.

Good fit results found in the block uplift search have initial elevations between 1 and 2 km at 16 Ma (Figure 11a), which is lower than in the two-stage and three-stage uplift searches. Many good fit simulations have uplift rates that are initially slow and start to increase between 10 and 8 Ma for the second stage of the monoclinal uplift phase (Figure 11a). However, some good fit simulations have a steady uplift rate during the first phase. Transition to the block uplift phase occurs between 9.6 and 6.4 Ma, with later block uplift initiation (at 4.8 or 3.2 Ma) not yielding good fit results.

Uplift rates are slower during the second uplift phase than the first. Based on the original constraints alone, these results indicate that the proposed block uplift scenario is equally successful as previous searches in fitting the incision observations. Importantly, this scenario identifies some scenarios with low plateau elevations ($<2.5$ km) that persist until at least 11 Ma, and a rapid uplift event between 11 and 6 Ma that is consistent with the punctuated uplift model.

However, simulations that are identified as “successful” by the existing constraints produce river profiles that do not compare well with the modern river profile, despite low $\chi^2$ values (Figure 11b). The change in uplift style results in the generation of knickpoints that are not fully transmitted through the catchment before the end of the simulations. In contrast, simulations that yield low $\chi^2$ values in the two-stage and three-stage uplift scenarios (Figures 8 and 10) have final river profiles that do not contain knickpoints and compare well with the modern river profile (Figure 3). The block uplift search was therefore unable to find a set of parameters that could both propagate the knickpoint upstream before the end of the

Figure 9. Frequency histograms of the number of simulations that yielded fits to both timing constraints and the modern river profile with a $\chi^2 < 2$ (dark gray) and $\chi^2 < 1$ (light gray). (a) Erosivity constant, $k_b$, $(m^{5/2} \text{yr}^{-2} \text{kg}^{-3/2})$. (b) Modal grain size, $D$ (cm). (c) Channel width exponent, $b_w$ (dimensionless). (d) Initial elevation, $E_i$ (km). See Table 1 and section 3 for further explanation of parameters.

Figure 10. Past plateau elevations that fit both timing constraints with a $\chi^2 \leq 1$ (light gray) and a $\chi^2 \leq 2$ (dark gray) for simulations in which uplift is permitted to occur in three stages. Dashed gray line is a visual guide and indicates a steady uplift rate of 0.1 mm yr$^{-1}$. 
produce a better patterns that incorporate a component of block uplift and pro-
abrupt. Future research efforts could explore variations on the
is too simple. In reality, for example, the plateau may have
to explain the observations or (2) the current model formulation
explanations for this: (1) the block uplift hypothesis is not able
profiles found in this search contain a knickpoint that is not present in the observed river profile.

5.2. Role of Climate Change in Determining Incision Timing

[44] A second aim of this study is to quantify the
importance of paleoclimate and climate change to river incision processes. To the best of our knowledge, this study
is unique in that it uses the results of a regional climate model as input to the river incision model and therefore
accounts for both regional and orographic changes in climate. Here we describe the results of two additional Monte Carlo
searches that were used to (1) demonstrate the importance of climate change through time and (2) test the sensitivity of the model to the magnitude of precipitation. In the first of these additional Monte Carlo searches, precipitation was held constant at a rate corresponding to the modern Andean elevation (100%; Figure 3c) throughout each individual simulation in the same way as the climate sensitivity experiment (Figure 7).

In the second search, precipitation rates are tied to elevation, as outlined in section 3.2, but the magnitude of discharge is reduced by 50% at all elevations.

[45] Lower plateau elevations prior to ~10 Ma are favored when precipitation rates are held constant (Figure 12a) than when precipitation rates increase with increasing elevation (Figure 8). The range of initial plateau elevations is restricted to 1–2.5 km under constant precipitation rates. Between 16 and 12 Ma, the upper bound of plateau elevations is ~500 m lower when precipitation is held constant (Figures 8 and 12a). Furthermore, a large number of the good fit simulations are initiated at 2 km or less in the constant precipitation scenario, whereas scenarios with elevation-dependent precipitation rates were more commonly found to produce good fit scenarios when initiated at 2 km elevation or higher (Figure 9d). The lower bound on plausible plateau elevations is also lower prior to ~6 Ma. After ~6 Ma, a wider range of elevations are permitted when climate is not dependent on surface elevation. Because precipitation rates do not vary through time, changes in erosion potential are driven solely by changes in slope, which in turn are governed by the uplift history. Elevations greater than 3 km prior to ~12 Ma are not compatible with a modern climate because the combination of high slopes and high discharge drives rapid incision that breaks the incision onset constraint.

[46] Accounting for varying precipitation rates therefore alters the interpretation of surface uplift histories from records of river incision. Paleo-elevation estimates that account for increasing precipitation rates can be up to 500 m higher than estimates based on the modern precipitation distribution. Coupled climatic and tectonic changes both contribute significantly to the evolution of the river profile. Time-variant precipitation rates modify erosion potential and, consequently, the response time of the system to perturbations [Whipple, 2001]. Note that it is possible to identify river profile evolution scenarios that are consistent with the slow and steady end-member model of Andean uplift even when a modern climate regime is assumed (Figure 12a).

[47] In the second climate sensitivity experiment, we test the sensitivity of the model to discharge magnitudes using a Monte Carlo search with 50% less discharge (Figure 12b). This sensitivity experiment addresses two uncertainties in the original model formulation. First, infiltration and evaporation rates were not accounted for in the original Monte Carlo search (Figure 8) and all precipitation is assumed to become surface runoff. Second, the experiment addresses uncertainties in the climate model inputs to the river simulations. River incision is sensitive to both
the magnitude and spatial distribution of precipitation [Roe et al., 2002]. In comparison with modern observations, RegCM overestimates the magnitude of precipitation over South America for the modern climate, but simulates the spatial distribution of precipitation well (Figure 2) [Insel et al., 2010]. The simulated increase in precipitation with increasing plateau elevation is consistent with similar studies using climate models with different resolutions and precipitation parameterization [Insel et al., 2012; Jeffery et al., 2012]. Paleoclimate simulation results are supported by sedimentological evidence from northern Chile [19°S–21°S] that indicates precipitation rates on the western edge of the Altiplano have increased since the middle Miocene whereas the coastal regions have experienced continued aridity [Schlunegger et al., 2010]. The largest uncertainty in climate model inputs is therefore considered to be the magnitude of precipitation and the fraction that becomes river discharge, which is addressed using the 50% discharge experiment.

Reducing the magnitude of discharge has a limited impact on the range of surface uplift histories (Figures 8 and 12b). Between 16 and 11 Ma, the lower limit of uplift ranges is up to 500 m lower in the 50% discharge case, with the maximum difference at the beginning of the simulation (16 Ma). However, only three uplift histories that were initiated with a plateau elevation <2.5 km gave a good fit to the model constraints. The upper limit on uplift ranges in the two scenarios is very similar throughout the simulation period (Figures 8 and 12). We note that this minimal effect of changing precipitation magnitudes from the climate model on the river profiles is due to the fact that the erosion parameters, such as $k_b$ (equation (6)), offset the effect of discharge magnitude.

Extraction of uplift histories from river profiles is sensitive to both the temporal distribution and the magnitude of the assumed precipitation. In catchments where precipitation rates increase with increasing regional topography, such as the Ocoña, overestimating the magnitude of precipitation can result in an underestimation of the minimum elevation. Furthermore, ignoring the increase in precipitation rates with increasing topographic elevation can result in the underestimation of the maximum elevation. However, given the large uncertainties in river erosion parameterization, there is significant overlap in good fit uplift histories under the three different climatic scenarios considered here (Figures 8 and 12). The range of uplift histories established in the original Monte Carlo search (Figure 8) is therefore considered robust with respect to the uncertainties in climate model-derived inputs to the model.

5.3. Model Validation and Sensitivity of Results to Model Formulation

As with any modeling study, the simulations presented here include simplifications and assumptions. Geological factors that are not explicitly accounted for in the model include drainage re-organization, lithological variations, volcanic valley infill, mass wasting, and glaciation. The model also assumes that the river is governed by detachment-limited erosion and sediment flux is not explicitly accounted for. In order to validate our results, we examine and when possible quantify the impact of these factors on the range of acceptable plateau histories identified by the model.

5.3.1. Drainage Area

Conceivable changes to the catchment area include capture of the upper branches (Cotahuasi or Maran canyons; Figure 1) and growth of the catchment by headward erosion. Capture of a drainage area similar in magnitude to the Cotahuasi branch would result in a step increase in discharge and trigger an increase in erosion rate that would propagate upstream. A drainage capture event could drive a rapid increase in incision rate and is an alternative to rapid surface uplift as a driver of incision. However, at present there is no direct evidence for a drainage capture event within this catchment. Similarly, drainage area increase by headward erosion would progressively increase the total discharge at a point on the profile. If the increase in erosional capacity causes the flow to exceed the erosion threshold, active incision would be initiated. Both of the catchment area scenarios are consistent with our key finding that the observed pulse of river incision does not necessitate low plateau elevations in the mid-Miocene.

5.3.2. Catchment Properties

A wide range of values for the erosionivity constant ($k_a$) was included in the Monte Carlo search (Table 1). However,
for each simulation, the selected value was held constant in space and time. This model formulation assumes that the underlying lithology is uniform throughout the catchment, which in reality is not the case (see the auxiliary material). Elsewhere on the western Andean flank, Abbueth et al. [2011] find evidence for incision through an erosion-resistant caprock that delayed faster incision into the weaker, underlying rocks. However, the main lithological transition encountered by the Oconá river was from the conglomeratic Moquegua group to the stronger, intrusive Paleozoic-Mesozoic basement. This transition may have slowed incision but did not stop it as > 1 km of basement rock has been incised in the middle reaches.

5.3.3. Erosion Law

[53] This study uses a simple stream-power based erosion law with an effective linear exponent. However, plausible uplift histories are not sensitive to the choice of exponent (a) in the erosion law (equations (1a) and (1b)). A Monte Carlo search performed with a = 5/2 (not shown), consistent with erosion by suspended load abrasion, found good-fit uplift histories that are very similar to those found with a = 3/2. Good fit simulations found with a = 5/2 had a lower critical shear stress range than with a = 3/2.

[54] The model used in this study assumes that erosion is detachment limited. That is, incision is limited by the ability of the river to detach material from the bed. Influx of material to the valley by mass wasting or volcanic debris is not explicitly accounted for. The use of an erosion threshold term partly accounts for the need to transport a sediment load, but does not account for temporal variation in the amount of sediment cover or the function of sediment load as an erosion tool [Sklar and Dietrich, 1998]. The incorporation of an erosion threshold also maintains fluvial relief long after the cessation of or a severe reduction in tectonic uplift. When a simple detachment-limited model is used, a very low uplift rate would drive the system to asymptotically approach an unrealistically low slope at each node. Including a threshold prevents this behavior as the system is driven toward a slope at which the local shear stress equals the erosion threshold. We therefore use a model with an erosion threshold term in part to acknowledge that significant relief is retained for long periods in tectonically quiescent river systems, e.g., Appalachians or Caledonides. Whipple and Tucker [2002] outlined the behavior of transport- and detachment-limited systems and we apply their findings to the Oconá catchment and explore the implications of using a detachment-limited model as follows.

[55] (1) Transition to a transport-limited system is likely when uplift slows and the river approaches steady state, and transient conditions can be difficult to detect based on river profiles. Low incision rates in the late ~2 Ma suggest that the lower reaches of the Oconá catchment are approaching steady state. Combined with observations of high sediment production through landsliding in the upper canyon reaches, it is likely that some of the river is now behaving as a transport-limited system, particularly downstream of the major Maran-Cotahuasi confluence.

[56] (2) Detachment-limited systems adjust to changes in base level by upstream propagation of a knickpoint whereas transport-limited systems tend to undergo more uniform lowering and knickpoints, where present, are more diffuse. Our conclusions are dependent on the incision timing, which we have assumed to occur under detachment-limited conditions. This assumption is supported by two lines of evidence: (1) there is exposed bedrock in the Maran branch of the modern river and (2) apatite 4He/3He thermochronometry data are consistent with the propagation of an incisional wave [Schildgen et al., 2010], which is more consistent with a detachment-limited, rather than transport-limited system [Whipple and Tucker, 2002]. The importance of sediment flux to river incision is likely to have increased through time as uplift and incision rates have slowed. A change in uplift rate during the last ~5 Myr may not be evident in the modern topography if incision response times have increased since the late Miocene due to a transition from detachment to transport-limited conditions. Indeed, there is no evidence in the river profile of estimates of ~300 m of coastal uplift since ~800 ka inferred from coastal morphology [Regard et al., 2010].

5.4. Monte Carlo Search as a Tool for Interrogating River Profile Evolution

[57] In this study, we have demonstrated a Monte Carlo approach to extract uplift history from river profiles under a climate regime that is dependent on the orogen topography. Although the Monte Carlo search process did not identify a unique uplift history, it did succeed in (1) differentiating between uplift histories that were plausible under different climatic conditions and (2) constraining the erosion parameters that could yield a good fit to observations. Furthermore, we show that the surface uplift history can be constrained in cases where river properties such as channel widths, erosivity, and erosion mechanism are not well known. Because many of the parameters are not well known, most uplift histories could produce the modern river profile (Figure 8). Additional constraints on the timing of incision were necessary to reduce the range of plausible uplift histories sufficiently for the results to be useful. Application of this method is therefore restricted to regions where information is available on the initial conditions and timing of incision from, for example, thermochronometry data. Better constraints on the appropriate erosion rule could better constrain surface uplift histories in the Oconá catchment.

6. Conclusions

[58] In order to determine surface uplift histories of orogens from observations of river incision, it is necessary to account for spatial and temporal gradients in precipitation. By using a regional climate model, it is possible to account for changes in regional climate associated with mountain belt development in addition to local orographic effects. This is particularly important on the leeward side of mountain ranges, such as the Oconá canyon, because simple orographic models would predict a reduction in precipitation with increasing elevation.

[59] River simulations with a Monte Carlo search successfully constrain a range of uplift histories and erosion parameters that are consistent with geological observations. In addition to the shape of the modern river profile, constraints on the timing and magnitude of incision were necessary to define a meaningful uplift history. Furthermore, the identification of the full range of good fit uplift scenarios
requires the inclusion of an erosion threshold in the model. Our results show that high magnitudes of incision do not necessitate contemporaneous, rapid, surface uplift but that a combination of climate change and surface uplift can drive rapid river incision when erosion thresholds are attained.

[50] Uplift histories of the northern Andean plateau constrained by canyon incision are compatible with either a slow and steady or punctuated surface uplift model. Arguments that canyon incision indicates rapid surface uplift are therefore not unique to geologically constrained models of river dynamics. Future work that limits the erosion parameter space will improve this technique’s ability to distinguish between different uplift scenarios.
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