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Sediments link hillslopes to river channels. The size of sediments entering channels is a key control on river
morphodynamics across a range of scales, from channel response to human land use to landscape response to
changes in tectonic and climatic forcing. However, very little is known about what controls the size distribution
of particles eroded from bedrock on hillslopes, and how particle sizes evolve before sediments are delivered to
channels. Herewe take the first steps toward building a geomorphic transport law to predict the size distribution
of particles produced on hillslopes and supplied to channels.We begin by identifying independent variables that
can be used to quantify the influence of five key boundary conditions: lithology, climate, life, erosion rate, and to-
pography, which together determine the suite of geomorphic processes that produce and transport sediments on
hillslopes.We then consider the physical and chemical mechanisms that determine the initial size distribution of
rock fragments supplied to the hillslope weathering system, and the duration and intensity of weathering expe-
rienced by particles on their journey from bedrock to the channel. We propose a simple modeling framework
with two components. First, the initial rock fragment sizes are set by the distribution of spacing between fractures
in unweathered rock, which is influenced by stresses encountered by rock during exhumation and by rock
resistance to fracture propagation. That initial size distribution is then transformed by a weathering function
that captures the influence of climate andmineralogy on chemicalweathering potential, and the influence of ero-
sion rate and soil depth on residence time and the extent of particle size reduction. Model applications illustrate
how spatial variation in weathering regime can lead to bimodal size distributions and downstream fining of
channel sediment by down-valley fining of hillslope sediment supply, two examples of hillslope control on
river sediment size. Overall, this work highlights the rich opportunities for future research into the controls on
the size of sediments produced on hillslopes and delivered to channels.
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1. Introduction

River channels are connected to surrounding hillslopes by sediment.
In low-order, upland channels, the bed material and sediment flux are
composed almost entirely of rock particles originally produced on
hillslopes by physical and chemical weathering processes acting on
bedrock. The size distribution of sediments supplied by hillslopes
to channels is a key boundary condition that regulates channel
morphodynamics, including channel slope and shape, rates of incision
into bedrock, and habitat value for a wide range of organisms (Wohl,
2004; Sklar and Dietrich, 2004; Riebe et al., 2014). Thus, the systematic
trends in morphology and process that characterize channel networks
(Montgomery and Buffington, 1997; Gomi et al., 2002) may reflect spa-
tial variations in the hillslope weathering processes that produce and
deliver sediments to rivers.Weathering, in turn, is ultimately controlled
by the landscape-scale boundary conditions of lithology, climate, and
tectonics (Stallard, 1995; Brantley and Lebedeva, 2011), making the
size of sediments supplied by hillslopes to channels an essential link in
understanding how landscapes evolve. Despite its importance, there
are few data and limited theory to inform predictions of the sediment
size supplied to channels in either natural or modeled landscapes
(National Research Council, 2010). The purpose of this paper is to pro-
pose a new research direction focused on a series of fundamental ques-
tions: What controls the size distribution of sediments produced on
hillslopes? Howdoes size evolve as particles travel through the hillslope
weathering engine? Canwe develop a generalmodel for predicting var-
iations in particle size distributions supplied to rivers at the landscape
scale?

Much is known about how the size of sediments carried by rivers
controls channel morphodynamics. For example, channel slope can be
set by bed material grain size in both alluvial (Howard, 1980) and
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bedrock channels (Sklar and Dietrich, 2006; Johnson et al., 2009). River
incision into bedrock, which sets the pace of landscape evolution, is reg-
ulated by the tools and cover effects of coarse sediment (Sklar and
Dietrich, 2004; Turowski and Richenmann, 2009). These effects largely
depend on two variables: the fraction of the total sediment load carried
as bedload, and the characteristic bedload particle size. The effects of
sediment size on bedrock incision help explain the width of bedrock
channels (Finnegan et al., 2007; Nelson and Seminara, 2011), the
propogation of knickpoints along channel profiles (Cook et al., 2013),
the response of landscapes to accelerated fault motion (Cowie et al.,
2008) and the long-term persistence of mountain ranges (Egholm
et al., 2013). At the time scale of individual floods, the sediment size dis-
tribution influences the frequency and magnitude of bedload sediment
transport (Lenzi et al., 2004), and the hydraulic roughness, which regu-
lates flow depth for a given discharge (Rickenmann and Recking, 2011;
Johnson, 2014). At longer time scales, sediment size also regulates allu-
vial channel cross-sectional and planform geometry (Doyle and Shields,
2000; Church 2006; Parker et al., 2007). Bed sediment size also influ-
ences aquatic ecosystems, including the occurrence of spawning habitat
for salmonids (Riebe et al., 2014). The size distribution of sediment in
rivers is also a key response variable for gauging the impacts of
human land use on river systems, such as armoring of channels
(Vericat et al., 2006) and filling of pools with fine sediments
(Rathburn and Wohl, 2003) downstream of dams.

Whereas linkages between sediment size and in-channel processes
have been widely studied, much less work has been done on under-
standing how sediment size variation through channel networks is in-
fluenced by hillslope sediment supply. A reach of channel receives
sediments that were originally produced on hillslopes distributed
throughout the upstream catchment area. The sizes of sediments sup-
plied to the reach include the inputs from adjacent hillslopes and an in-
tegrated mixture of sizes produced upstream, weighted by the erosion
rates of source hillslopes, and modified by particle abrasion and sorting
in transport. Muchwork has focused on how size reduction by abrasion
and sorting by size-selective transport may explain the characteristic
downstream fining of bed material (Paola et al., 1992; Kodama, 1994;
Miller et al., 2014; Menting et al., 2015). However, these processes are
secondary controls on particle size because they can only modify the
original size distribution that hillslopes provide to the channel network.
Moreover, at the time scale at which landscapes evolve, size-selective
transport is only effective where accommodation space exists to permit
long-term deposition of less-mobile coarser particles (Ferguson et al.,
1996), which is rare in the upland portions of tectonically active land-
scapes. Furthermore, particle abrasion can enhance the importance of
local supply from hillslopes in controlling the size and abundance of
the coarse fraction of the size distribution. This is because abrasion,
which produces sand- and silt-sized fragments from coarser particles,
has the greatest effect on particles that have traveled the longest dis-
tances. Thus, where the effects of abrasion are significant, the coarse
river-bed material may dominantly reflect the size distribution of the
fresh supply from local hillslopes and low-order tributaries (Heller
et al., 2001; Sklar and Dietrich, 2006). This suggests that trends in sedi-
ment size through channel networks, such as downstream fining, could
reflect trends in the size of hillslope sediment supply, due to spatial var-
iation in the geologic and climatic factors that control hillslope
weathering.

Only a handful of studies have directly compared the size distribu-
tions of sediments in channels and adjacent hillslope sources.
Krumbein and Tisdel (1940) found that distributions of weathered
rock fragments shed from outcrops of gneiss and granite bedrock
could be fit with exponential distributions similar to those observed in
stream sediments elsewhere. Ibbeken (1983) also found an exponential
fit to hillslope sediment distributions but adjacent channel size distribu-
tions were bimodal. Wolcott (1988) compared size distributions along
transects from ridge to channel and found bimodal distributions in the
channel and near-channel hillslope locations, but not near ridges.
These observations suggest that the commonly observed ‘gap’ in the
size distribution of stream sediments (Smith et al., 1997; Radoane
et al., 2008) could result fromweathering process on hillslopes that pro-
duce a bimodal supply to channels. Other studies have implicitly linked
hillslope conditions to channel sediment size, such as positive correla-
tions observed between bedmaterial size and the durability of underly-
ing bedrock (Miller, 1958; Attal and Lavé, 2006; O'Connor et al., 2014).

Recent recognition of the crucial role of sediment in bedrock river in-
cision has motivated renewed efforts to identify landscape-scale con-
trols on the sediment size produced on hillslopes. Working in a
granitic catchment draining the eastern flanks of the High Sierra, in Cal-
ifornia, Riebe et al. (2015) used geochemical tracing techniques to com-
pare the elevations of hillslope source areas of coarse gravel and finer
material sampled from the stream bed. They found that, on average,
gravel source areas have higher elevations, and are colder, steeper,
less vegetated, and eroding more rapidly than the source areas of finer
sediment (Fig. 1A). Analyzing particle size distributions in soil pedons,
Marshall and Sklar (2012) found a similar correlation between elevation
and rock fragment size and abundance, along three transects with vary-
ing precipitation (Fig. 1B). Exploiting a spatial gradient in hillslope ero-
sion rates, Attal et al. (2015) found that the size and abundance of rock
fragments in soils are greater on more rapidly eroding hillslopes, and
greater still in the debris at the base of steep bare bedrock slopes
(Fig. 1C). Studying the variation of bed material size in the Marysandi
River of Nepal, Attal and Lavé (2006) concluded that a downstream
coarsening trend could be explained by a downstream increase in the
supply from hillslopes of coarse landslide-derived sediments, and a cor-
responding decrease in the supply of finer glacially-derived sediment.
Finally, investigating accelerated slip along normal faults in the
Appeninemountains of Italy,Whittaker et al. (2008, 2010) documented
a bimodal size distribution of sediments delivered to coastal basins,
with the coarse mode supplied by landslides in the zone of rapid
erosion.

These studies suggest that there may be general trends in the size of
sediments produced on hillslopes and supplied to channels, which can
be predicted from knowledge of landscape-scale factors such as litholo-
gy, climate, and erosion rate. Herewe propose the hypothesis that these
factors can be used in a simple numerical model (sensu the “geomor-
phic transport laws” of Dietrich et al., 2003) to predict the landscape-
scale variation in the sediment size supplied to channels. The corre-
sponding null hypothesis is that the variability is too large to permit ac-
curate predictions, that every catchment is unique. A successful model
would use as inputs simple metrics for each driving factor, capture
their influence on the fundamental physical and chemical processes
that produce and modify sediment particles on hillslopes, and generate
predictions that could be tested in the field. Such amodel would help us
answer key questions about the connections between hillslopes and
channels, such as: Does downstream fining of bed material reflect
down-valley fining of hillslope sediment supply? Are bimodal sediment
size distributions in channels the result of weathering processes on
hillslopes? Do different size fractions on channel beds represent distinct
geomorphic settings on the source hillslopes in the upstream
catchment?

We pose these questions from the vantage point of a coarse-bedded
river in an eroding mountainous landscape, with direct connection to
adjacent hillslopes. To understand the size of sediments the river re-
ceives, we need to look upslope and consider the path that particles tra-
verse on their journey to the channel, which begins in unweathered
bedrock and passes through the hillslope weathering engine. Along
this path the particle passes through many other potential vantage
points, because the evolution of particle size on hillslopes is also impor-
tant for understanding a diverse set of subjects, including hillslope hy-
drology, biogeochemical cycling, and human land-use, all of which are
influenced by the size distribution of hillslope regolith (Gómez-Plaza
et al., 2001; Silver et al., 2000; Montgomery, 2007; Maher and
Chamberlain, 2014). Thus, solving this problem will require drawing
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on the techniques and insights ofmany disciplines. It will also help to il-
luminate how the dynamics of weathering on hillslopes are expressed
in the sediments passing through the river network, which in turn reg-
ulate the evolution of landscapes.

2. Dependent variables: What we want to predict

To our knowledge, no study has successfully predicted how the size
distribution of sediment supplied to the channel network varies across a
landscape. However, it is still possible to model the effects of input sed-
iment sizes on bedload and river incision into bedrock. One approach is
to first assume a functional form and then assign values to the parame-
ters that control the central tendency and spread of the size distribution.
For example, Egholm et al. (2013) used a fractal distribution to model
sediment input by landslides, while Sklar et al. (2006) used a log-
normal distribution to represent sediment delivered by all processes
(Fig. 2). Another approach, is to use empirical data to quantifymodel in-
puts. For example, Attal and Lavé (2006) used measured size distribu-
tions from landslides, glacial moraines and terraces to model sediment
inputs in their analysis of downstream fining (Fig. 2).

Although these approaches were able to highlight the potentially
strong influence of sediment supply on bed material size and rates of
river incision, they are not generalizable across diverse landscapes be-
cause they do not incorporate a mechanistic understanding of how fac-
tors such as lithology, climate and tectonics influence the processes that
produce, modify and deliver sediments to channels. To achieve this
broader goal, we need a general model that in qualitative terms can be
written as

P Dð Þ ¼ f Lithology;Climate;Biology; Tectonics; Topographyð Þ ð1Þ

where P(D) is the distribution of particle diameters (D) bymass. Ideally,
the model would predict the complete size distribution, i.e. the mass
fraction P for every discrete size D, without any assumptions about the
shape of the distribution (i.e., whether it is log-normal, exponential, or
fractal). The model should be flexible enough to capture the diverse in-
fluences of the independent variables over a wide range of possible out-
comes, including bimodal distributions and any of the curves shown in
Fig. 2. Predicted distributions could then be compared with field mea-
surements and theory for different sources and settings. In practice,
comparisons with field data are likely to use statistics that quantify
the central tendency, the spread, and partitioning between coarse and
fine modes of the distributions. Identifying what we want to predict is
the easy part of translating Eq. (1) into a workingmodel. The far greater
challenge is identifying the relevant independent variables and quanti-
fying their influence.

3. Independent variables: Landscape-scale controls

Many factors influence theparticle size distribution of sediment sup-
plied fromhillslopes to channels. On the right hand side of Eq. (1)we list
five categories of landscape-scale factors that are likely to regulate sed-
iment production on hillslopes. Ideally, our model would integrate the
effects of the most important factors in each category. In this section
we consider each category in turn, with the goal of identifying the
most important and readily measurable variables that might serve as
Fig. 1. Published evidence for spatial trends in the size of sediments supplied to channels
by hillslopes. (A) Source elevations of coarse gravel are significantly higher than sources of
finer sediments, as revealed by geochemical tracers, Inyo Creek, California (Riebe et al.,
2015). (B) Soil rock fragment (RF) abundance varies with precipitation and temperature
across climosequence in Hawaii (Chadwick et al., 2003); rock fragment median size
correlates with RF abundance in Hawaii and two elevations transects in California and
Washington (Marshall and Sklar, 2012). (C) Size and abundance of rock fragments varies
with hillslope gradient on hillslopes supplying sediment to the Feather River, California
(Attal et al., 2015), where steepness varies along a spatial gradient in erosion rates due
to accelerated baselevel lowering (Riebe et al., 2004; Hurst et al., 2012).

Image of Fig. 1
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independent variables in a predictive model. We draw on new and pre-
viously published datasets to illustrate how sediment size distributions
are influenced by factors that fall into the categories of Eq. (1).

3.1. Lithology

Sediment particles delivered to channels originate from bedrock un-
derlying adjacent hillslopes. Hence, lithology (i.e., the physical and
chemical characteristics of the bedrock) should be an important intrin-
sic regulator of the sizes delivered to channels. There are at leastfive dis-
tinct lithologic factors that might play an important role. First is the
inherited particle size distribution of some clastic lithologies, such as
conglomerates, sandstones, and volcanic breccias. These rock types are
composed of particles deposited in the past bywater,wind, and volcanic
eruptions and thus have a tendency to produce particle size distribu-
tions that are inherited from the original distribution of clast sizes with-
in the rock. This is illustrated in the outcrop and eroded debris of
conglomerate shown in Fig. 3A. Similarly, in crystalline rocks, the size
distribution of individual mineral grains will influence the particle size
distribution that results from rock disaggregation due to chemical
weathering. A third lithologic factor is the spacing of discontinuities
such as bedding planes and joint sets, which can govern the maximum
size of particles produced by weathering and erosion on slopes. In
Fig. 3B, the particle sizes shed by erosion of a basalt flow are similar to
the spacing between the joints in the outcrop. A fourth lithologic factor
is mineralogy, and the susceptibility to chemical dissolution of the var-
ious mineral phases present in the rock. For example, a lithology might
be more susceptible to disaggregation into mineral-sized particles if it
has abundant biotite – which can expand during weathering and thus
shatter surrounding rock along grain boundaries. The propensity of
biotite-rich granitic bedrock to break down into mineral-sized frag-
ments is illustrated in the outcrop shown in Fig. 3C. Afifth factor is intact
rock strength, which varies over four orders of magnitude (Sklar and
Dietrich, 2001). All else equal, we expect the sizes of sediment produced
on slopes to increase with rock strength because stronger bedrock can
better resist the propagation of fractures under stresses that arise from
many sources, including topographic overburden, the growth of tree
roots, and the development of ice lenses. This may help explain the ob-
servation that rock fragment size and abundance in gopher mounds
scales with the mechanical strength of the underlying bedrock across
three different lithologies (Fig. 4).

As a first step toward developing a predictive model of sediment
size, we suggest that the five lithologic factors outlined above could be
captured in the parameterization of two input variables. The first
input variable combines the inherited-particle and mineral-grain size
distributions, and the spacing of joints and bedding planes, into a prob-
ability distribution of latent sizes, P(L), in the unweathered rock, where
L has dimensions of length. In our formulation, the central tendency of
Fig. 2. Particle size distributions used in previousmodeling studies that explored the effect
of hillslope sediment supply on bed material size and rates of river incision into bedrock.
P(L) either reflects the inherited grain size distribution (e.g., for sedi-
mentary bedrock) or scales with intact rock strength (σT). The second
input variable is the susceptibility to weathering of minerals within
the bedrock, expressed simply as the mass fraction of soluble minerals,
FSM, or an assemblage of values reflecting the concentrations of multiple
minerals and their rate constants of weathering reactions (Ferrier and
Kirchner, 2008).

3.2. Climate

Sediment created from bedrock on hillslopes is exposed to corrosive
waters and temperature fluctuations that reduce particle sizes via min-
eral dissolution and fracturing. The through-flowofwater and the range
of temperature variations on a hillslope are ultimately set by climate.
Thus climatically driven differences in chemical and physical
weathering should regulate the reduction of sediment sizes on the jour-
ney frombedrock to the streamchannel.Wetter andwarmer conditions
should favor chemical weathering and thus the delivery of relatively
fine-grained sediments to the channel due to the tendency of chemical
processes to disaggregate rock at the scale of individual mineral
grains. Conversely, drier and colder conditions should favor physical
weathering and thus the delivery of coarser sediment due to the ten-
dency of physical processes to break rock down at the scale of joints
sets and bedding planes.

We suggest that climatically-driven differences in the relative im-
portance of physical and chemical weathering may be a dominant reg-
ulator of differences in sediment production on hillslopes. Moreover,
we propose that it can be captured in a predictive model in the param-
eterization of average temperature and precipitation. This is corroborat-
ed by observations from several field sites, including the Inyo Creek
catchment (Figs. 1A, 3G) of Riebe et al. (2015). There, as shown in
Fig. 5, we find that coarser sediments are preferentially produced at
higher elevations, which are also exposed on average to colder temper-
atures that presumably favor physical over chemical weathering. Thus
temperature may be an important explanatory variable in the distribu-
tion of sediment sizes produced on hillslopes. The role of precipitation is
highlighted across a climosequence of soils in Hawaii (Chadwick et al.,
2003), where the abundance of rock fragments (sediment particles
N2 mm in diameter) was found to decrease rapidly with increasing av-
erage precipitation (Fig. 1B; Marshall and Sklar, 2012).

In focusing on average temperature and precipitation, we ignore, for
now, themany other climatic factors that could influence sediment size
distributions. This is a necessary simplification to allow for a tractable
solution. Although the breakdown of rock may be influenced by tem-
perature variability, via freezing and thawing, and by precipitation var-
iability, via wetting and drying, we assume that these effects are
subordinate to the first-order effects of differences in average tempera-
ture and precipitation.

3.3. Life

Organisms pervade virtually all climate zones across Earth's surface
(Pedersen, 2000; Thomas and Dieckmann, 2002), and affect a wide
range of geomorphic processes (Dietrich and Perron, 2006; Roering
et al., 2010; Amundson et al., 2015). Hence, we should expect both
flora and fauna to contribute to the production andmodification of sed-
iment particles on hillslopes. At the smallest scale, microbes mediate
many of the chemical weathering reactions that break down rock
(Newman and Banfield, 2002). At a larger scale, the roots of trees
break rock apart by widening and extending pre-existing fractures
(Fig. 3D) and by mixing rock and soil when rock-laden root-wads are
overturned by tree-throw (Gabet and Mudd, 2010; Pawlik, 2013).
Trees can also influence whether soils are even present, through feed-
backs between lithology, weathering and ecosystem processes (Hahm
et al., 2014; Marshall and Roering, 2014). Burrowing animals ranging
in size from worms to wombats can convert rock to soil, and transport

Image of Fig. 2


Fig. 3. Photographs illustrating sediment production and weathering on hillslopes (all sites in California, USA, unless noted). (A) Eroded particle size distribution inherited from
conglomerate bedrock, Cholan formation, Wu River, Taichung County, Taiwan; (B) jointed outcrop shedding talus, Grizzley Peak Basalt, Wildcat Creek; (C) gruss produced by biotite
weathering, Lone Pine Granodiorite, Inyo Creek; (D) granodiorite blocks fractured by tree roots, Stanislaus River; (E) sheet joints, Cathedral Peak Granodiorite, Tuolumne River;
(F) granitic core stones, Alabama Hills; (G) production of large boulders fromwidely-spaced bedrock fractures, Whitney Granodiorite, Inyo Creek; (H) talus supplied directly to channel,
Swauger Formation Quartzite, Salmon River, Idaho.
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soil downslope (Gabet et al., 2003; Heimsath et al., 2000). Perhaps the
most potent biotic agents today are humans (Hooke, 2000), who affect
the size of sediment delivered to channels through road building, log-
ging, and a host of other land uses.

Setting human impacts aside as a topic for another study, we now
consider how the influence of organisms on hillslope sediment size
might be parameterized in a simple model. One approach might use a
variable to represent the frequency and intensity of biotic disturbance
of bedrock, where for example coarser particles might be produced by
forest ecosystems andfiner particles by grasslands, all else equal. Anoth-
er approach would consider the actions of individual species and their
relative abundance. Amore general approachwould use bulk ecosystem
measures such as surface biomass or primary productivity to scale the
effects of organisms. Thesemeasures of biotic activity also scalewith cli-
matic variables, such as mean annual temperature and precipitation
(e.g. Field et al., 1998), suggesting that in the simplest approach, the ef-
fects of life might be subsumed within the parameterization of climate.
This is the approach we adopt here, although future work could expand
on this first attempt for amore complete parameterization of the effects
of life on hillslope sediment sizes.
3.4. Tectonics and erosion

Tectonics can influence the sizes of sediment produced in two main
ways. First, tectonic stresses in the crust fracture bedrock as it is ex-
humed to the surface, influencing the distribution of latent sizes P(L) de-
livered by bedrock exhumation to the base of the weathering engine.
For example, in tectonically active areas, such as along convergent mar-
gins, pervasive fracturing in the upper crust may be the fundamental
regulator of P(L) due to slip on faults and deformation in surrounding
blocks across all scales (Molnar et al., 2007). Meanwhile, in regions
that lack significant faulting, such as granitic intrusions in arc settings
that have been exhumed without significant deformation, P(L) may be
more closely linked to sheet jointing (Fig. 3E), which reflects the inter-
action of regional tectonic stresses and local topographic curvature
(Martel, 2006). Thus we expect the central tendency, spread, and
shape of P(L) to be sensitive to tectonic forcing through its influence
on stress and strain in the crust across a broad range of tectonic settings.

A secondmainway that tectonics can influence the sizes of sediment
supplied to channels is by modulating the residence time of sediment
on slopes. All else equal we expect sediment that passes through the

Image of Fig. 3


Fig. 4. Influence of rock strength on size and abundance of rock fragments in soil. We sampled soils delivered to the surface by burrowing gophers at three sites in Northern California
underlain by distinct lithologies (A). Entire gopher mounds (B, C) were collected and sieved to obtain cumulative particle size distributions and mass fraction of rock fragments
(D b 2 mm) (D, E, F). We also sampled one 50 cm deep pit at each site, and sampled relatively unweathered bedrock exposures for tensile splitting strength testing (ISRM, 1978). At
each site,median rock fragment size correlateswith rock fragment abundance (H). Across sites, both size and abundance of rock fragments correlatewith bedrock tensile strength,σT (G).
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weathering engine quickly to be coarser than sediment that passes
through more slowly. Sediment residence time (Rt), calculated to first
order as the ratio of the thickness of the weathering zone (Hw) to the
erosion rate (Er),

Rt ¼ Hw

Er
ð2Þ

can be influenced by tectonics in two ways. First, tectonic uplift drives
relative baselevel lowering of the channel network, which influences
rates of channel incision and thus hillslope erosion. Second, the interac-
tion of regional tectonic stresses and local topographic curvature sets
the depth and pattern of openingmode stress in the shallow subsurface
(Martel, 2006), inducing thicker weathering profiles under ridges in
compressive regions and thinner weathering profiles under ridges in
extensional regions (St. Clair et al., 2015). Thus tectonics can affect
both the numerator and the denominator in Eq. (2).

Erosion rate is a straightforward input variable to represent tectonics
in amodel of hillslope grain size. A positive correlation between erosion
rate and sediment size has been observed in two field studies where

Image of Fig. 4


Fig. 5.Variation in hillslope surface particle size with elevation at Inyo Creek, High Sierra, California. Map shows 17 randomly-selected siteswherewe used point counts (n=100; area=
100 m2) to quantify the fraction of ground surface in three grain size bins: boulders (D N 256 mm), cobble/gravel (5 mm b D b 256 mm), and soil/scree (D b 5 mm). Photos show three
representative measurement locations illustrating changes in ground cover over a 700 m elevation range; inset histograms show local size distributions. The three scatterplots show
variation of fraction in each size bin with elevation across all 17 sites. As elevation increases we find a significant (p b 0.05) decrease in soil/scree and increase in cobble/gravel, but no
significant trend in boulder fraction.
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spatial variation in erosion rate was measured with cosmogeneic nu-
clides, the Inyo Creek site of Riebe et al. (2015), and the Feather River
site studied by Attal et al. (2015) and Riebe et al. (2000). At both of
these sites, faster erosion rates also correlate with steeper hillslope gra-
dients (Fig. 1C), suggesting that slope, or other topographic attributes,
could be used to represent the influence of erosion rate.

3.5. Topography and geomorphic process regime

Topography results from the interaction of tectonics with lithology,
climate and life, factors that regulate the efficiency of erosional process-
es; thus topography should integrate the influences of all four factors
discussed above. For example, we might expect landscapes with stron-
ger bedrock, colder climates, lower biomass and more rapid uplift rates
to supply the coarsest sediments to channels. We would also expect
such landscapes to be steeper, with narrower ridges, thinner or absent
soils, and more frequent landslides. This suggests that the sediment
size supplied to channels could be predicted directly from attributes of
topography and the dominant geomorphic processes.

Hillslope gradient, or slope, is perhaps thebest single topographic at-
tribute to correlate to sediment size, with steeper slopes delivering
coarser particles. For example, it is common to observe boulders deliv-
ered to channels from steep valley slopes (Howard, 1998) or from
steep debris-flow-dominated tributaries (Webb et al., 1988). Attal
et al. (2015) measured an increasing trend in the size and abundance
of rock fragment in soils, scree and landslide debris, with steeper slopes
in the transient landscape near the Feather River gorge in California
(Fig. 1C). Whittaker et al. (2010) also documented coarser supply
from steeper landslide-dominated slopes. However, hillslope gradients
can reach a critical slope angle, beyondwhich erosion rates and possibly
sediment sizes increase with no change in slope steepness (Roering
et al. 1999).

Thus, slope alone may be insufficient to capture thresholds in dom-
inant hillslope geomorphic process, which may better explain spatial
variation in sediment size produced. For example, hillslope curvature,
together with slope, can be used to distinguish deep-seated landslides
from areas dominated by creep or shallow landsliding (Roering et al.,
1999; Booth et al., 2013). We might expect that distinct sediment size
distributions would be produced in each of these hillslope process
regimes (Mackey and Roering, 2011). Other topographic attributes
that might correlate with geomorphic process regime and hillslope
sediment size include aspect, and distance downslope from the
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ridgeline (Fig. 6), because both will influence the amounts of water,
heat energy, and time available toweather rock fragments on their jour-
ney to the channel.

4. The path from bedrock to river

So far we've considered each independent factor separately, at the
largest and most general scale, and identified quantitative variables
that could be used to represent them in a numerical model. While
each of these variables may be important in distinct ways, the actual
mechanisms that produce and modify sediment sizes on hillslopes will
depend on their combined effects, which will differ depending on the
local geomorphic processes. To better understand the mechanisms at
work, and define functional relationships between the independent var-
iables and hillslope sediment size, we now look more closely at the life
stages of a particle, as it travels from unweathered bedrock through the
hillslope weathering engine, to the channel (Fig. 7). A large variety of
processesmay influence the initial size of particles entering the hillslope
surface environment and how those sizes are transformed by
weathering and transport before delivery to the channel. Because we
are primarily concernedwith the outcome for sediment supply to chan-
nels, we focus here on the question: what are the factors that control
whether a parcel of exhumed rock will survive the weathering process
to contribute coarse rock fragments that move as bedload in the fluvial
system?

There are at least four strategies by which a rock fragment might
reach the channel in the coarse size fraction (i.e. gravel and coarser for
the upland channels considered here). The first strategy is – start out
large, so that even if weathering reduces the particle size significantly,
the resulting sizewill still be in the coarse size fraction. Second, encoun-
ter a relativelyweakweathering engine, where particle size is not great-
ly reduced before delivery to the channel. Third, spend only a short time
in the weathering engine, so that even if weathering potential is high,
the net effect of weathering on particle size is limited. Finally, bypass
theweathering engine and reach the hillslope surface, or even the chan-
nel, directly from bedrock; these particles will stand the best chance of
escaping the size-reducing effects of weathering to become coarse bed
material in the channel. The following four sub-sections consider each
of these four strategies in turn, with the goal of identifying the function-
al relationships and parameters that might capture these effects in a
predictive model of hillslope sediment size.

4.1. Initial particle size distribution

Rocks arrive at the base of the critical zone having accumulated
fractures from the tectonic stress fields encountered during exhuma-
tion (Molnar et al., 2007). Additional stresses arise with proximity to
the surface, such as stresses due to differential topographic loading
(Miller and Dunne, 1996; St. Clair et al., 2015). Joints commonly
occur in ordered sets with two or three orientations, reflecting the
normal and deviatoric components of the stress fields that caused
the fracturing (Pollard and Aydin, 1988). Many lithologies have
other characteristic patterns of jointing, for example rhythmic bedding
sequences in sedimentary rocks, foliations in metamorphic rocks, and
cooling joints in volcanic rocks. These patterns of discontinuities in
the rock set the initial fragment size template that weathering mecha-
nisms act on.

Rock masses can be characterized as assemblages of 3-dimensional
blocks bounded by joints, where block volume (Vb) depends on the
spacing between joints and the angles between the joint orientations.
Where three joint sets of consistent spacing intersect, the characteristic
block volume can be estimated as

Vb ¼ S1S2S3
sinγ1 sinγ2 sinγ3

ð3Þ
where Si and γi are the average spacing and orientations of the ith joint
set (Palmstrom, 2005). From Eq. (3) the characteristic median block
diameter (Db) can be estimated as

Db ¼ V1=3
b : ð4Þ

In any given rock mass, block volume can be highly variable, with
distributions that span two ormore orders ofmagnitude due to variabil-
ity in both spacing and orientation, the presence of additional
randomly-oriented joints, and variability in the persistence or length
of joints (Kim et al., 2007; Cai, 2011). Block volume distributions are
often estimated from measurements of joint frequency measured
along linear transects, scan lines, or bore holes (Blenkinsop, 1991;
Gillespie et al., 1993; Wines and Lilly, 2002). We can use this approach
to quantify the latent particle size distribution P(L) in terms of joint
spacing.

Two types of equations are commonly used to describe the distribu-
tion of spacings in jointed and faulted rock (Blenkinsop, 1991). These
can be adapted to quantify the particle size distribution of rock frag-
ments produced from bedrock. The first type is a negative exponential
function, such as the Rosin-Rammler distribution (Rosin and Rammler,
1933),

P NDð Þ ¼ e− D=kð Þn ð5Þ

where P(ND) represents the mass fraction that would be retained on a
sieve of size D. The ‘scale’ parameter k controls the central tendency
while the exponent n is a “shape” parameter that is the reciprocal of
the spread of the distribution. Eq. (5) is an integral form of the Weibull
distribution (Weibull, 1951),

P Dð Þ ¼ n
k

D=kð Þn−1e− D=kð Þn ð6Þ

which describes the probability density function of particle sizes by
mass (Fig. 8a). Exponential distributions are derived from the assump-
tion that the probability that fractures will intersect to form detachable
fragments scales with a characteristic spacing related to k (Blenkinsop,
1991). The exponential distribution has been widely used to fit fracture
spacing data as well as size distributions resulting from geophysical
comminutionprocesses in rock, includingMt. St. Helens rockslide debris
(Glicken, 1996) and regolith sampled on the Moon (Martin and Mills,
1977). It was also used in early comparisons of hillslope and river sedi-
ments (Krumbein and Tisdel, 1940; Ibbeken 1983).

A second type of equation commonly used for rock fracture distribu-
tions is a power function that produces a fractal distribution, which for
particle sizes can be written as

N NDð Þ ¼ kD−DF ð7Þ

whereN is the number of particles greater than sizeD, fractal dimension
DF is the slope of the cumulative distribution plotted in log-log space,
and the pre-factor k is the value of N when D = 1. The corresponding
particle size distribution by mass can be written as

P Dð Þ ¼ D3− DFþ1ð Þ

∫Dmax
Dmin

D3− DFþ1ð ÞdD
ð8Þ

assuming spherical particles and a finite particle size range bounded by
Dmin and Dmax (Fig. 8b). Power distributions have a theoretical basis in
the assumption that fracturing produces a self-similar cascade of
branching cracks, which determines the probability of joint intersection
and fragment production (Turcotte, 1986). Fractal distributions have
been fit to both joint and particle size distributions in a wide variety of
settings, including impact debris (Grady and Kipp, 1987), fault gouge
(Blenkinsop, 1991), volcanic breccia (Roy et al., 2012) and soils
(Perfect, 1997). Fractal distributions have also been used to model



Fig. 6. Spatial trends in rock fragment size and abundance in soils at two sites in northeastern California (A) underlain by tonalite. Soil pits were dug to saprolite, sampled, sieved and
weighed to obtain particle size distributions. Soils at Adams Peak site (B) are coarsest close to the boulder-dominated ridges, and become finer with increasing distance downslope
(C). Soils at Fort Sage site (D) are coarser on southeast-facing slopes than on northwest-facing slopes (E); NW-facing slopes retain snow longer in spring, and have fewer surface
boulders than SE-facing slopes.
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coarse sediment supplied to rivers by landsliding (Egholm et al., 2013).
The fractal dimension DF of fractured rock generally varies between 2.0
and 4.0 (Blenkinsop, 1991), and is inversely correlatedwith average size
(for a given value of k). Hence rocks subjected to stronger and longer-
Fig. 7. Illustration of the paths rock particles can take from unweathered bedrock through
the hillslope weathering zone to the channel. Initial size distribution is set by spacing of
fractures inherited from depth and acquired near the surface. Rock particles can bypass
soil weathering engine by being exhumed in bedrock outcrops (A) or by being lifted to
the surface by tree throw (B). Within saprolite and mobile soil, rock fragment size may
decline due to weathering, particularly if soils grow thicker and wetter in downslope
direction (C, D, E). Coarse sediments supplied to the channel (F) include particles
transported on the soil surface and within soil column.
lasting tectonic deformation are likely to have higher DF and produce
finer particle size distributions. Power and exponential distributions dif-
fer primarily in the tails, with power generally over-predicting com-
pared to exponential fits. To address this shortcoming, multi-fractal
distributions are often used (Perfect, 1997), for example different values
ofDF can be fit to the clay, silt and sand components of fine sediments in
soils (Bittelli et al., 1999; Posadas et al., 2001).

Although the distribution of spacing between joints andother planes
of weakness sets the template, the initial size distribution of rock frag-
ments will also depend on the geomorphic processes that produce dis-
crete transportable particles. In the simplest case, physical processes
will extend existing fractures until fracture intersection detaches dis-
crete blocks of rock. In this case, the initial size distribution of particles
produced on bedrock hillslopes will be closely related the size distribu-
tion of joints in the fresh bedrock. The degree to which sediment pro-
duction processes alter the initial fracture distribution, or create new
fracture distributions, should also depend on the type and magnitude
of the stresses acting on rock at the surface. For example, sheet or exfo-
liation joints (Fig. 3E) form parallel to curving rock surfaces due to ten-
sile strain arising from regional compressive stresses (Martel, 2006;
Ziegler et al., 2013). Sheets joints are most common in massive litholo-
gies with high intact rock strength.When sheets are broken by fractures
normal to the surface, large tabular blocks are often formed. In this case,
wemight expect the sheet thickness to set the short “c” axis of the initial
blocks, depending on the spacing of the surface-normal joint sets. How-
ever, tabular blocks that are long, wide and thin are inherently prone to
further development of cross-cutting fractures, so we might expect the
sheet thickness to become the characteristic “b” axis size of sheet joint
fragments after transport downslope.

Frost cracking is an example of a physical weathering mechanism
that may modify the initial size distribution set by joint spacing. Rock
fragment production by growth of segregation ice lenses in fractures is
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Fig. 8. Theoretical initial particle size distributions by mass. (A) Exponential distributions
(Eq. (6)), with parameters k and n varied to illustrate expected widening of distribution
with increased fracture density (inset). (B) Power distributions (Eq. (8)), for various
values of fractal dimension DF; scale parameter k = 0.1 mm for all curves.
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important in landscapes where winter temperature (T) falls into the
‘frost cracking window’ of −8 °C b T b −3 °C (Walder and Hallet,
1985; Hales and Roering, 2007; Murton et al., 2006). Frost cracking in-
tensity is also influenced by proximity to liquid water (typically at
lower, warmer depths in the rock), and the gradient in temperature
with depth (Anderson et al., 2013; Girard et al., 2013; Marshall et al.,
2015). Frost cracking is implicated in the production of talus (Fig. 3H),
which commonly has a coarse and narrow size distribution (Hales and
Roering, 2005; Jomelli and Francou, 2000). This could indicate that ice
lenses preferentially grow in more widely spaced fractures, imposing a
process-based characteristic size distribution. On the other hand, it
may be that frost cracking is equally effective on more closely-spaced
fractures, which where present lead to scree or finer particle size distri-
butions with a less charismatic presence in the landscape.

Another process that may impose a characteristic size distribution is
rock fragment production by trees. Tree root growth generates stresses
capable of extending pre-existing fractures (Misra and Gibbons, 1996).
Patterns of root growth into rock reflect the tree's need for water and
for stability, especially where soil is thin or absent. Discrete rock frag-
ments are formed gradually, as root growth drives fracture intersection,
as well as catastrophically, when highwinds overturn trees and cantile-
ver torque acting through root wads exceeds the strength of fractured
bedrock. The resulting fragment size distributions may reflect the tree
height, and the size, density and spacing of roots of a given tree species
(Roering et al., 2010), as well as environmental conditions such as soil
depth and water availability (Zwieniecki and Newton, 1994). Other liv-
ing organisms that produce rock fragments may also be size selective.
For example, burrowing animals, which scrape at bedrock at the base
of the soil column, are presumably limited to producing rock fragments
smaller than some fraction of their body size (Fig. 4).

Chemical processes also initiate and extend fractures, and thus can
detach rock fragments. For example, volumetric expansion during oxi-
dative dissolution of ferrous minerals drives spheroidal weathering
and formation of core stones in jointed coherent rock such as a granite
and basalt (Fletcher et al., 2006). In dry climates with low erosion
rates, the result can be slopes mantled with core-stone boulders
(Fig. 3F; Oberlander, 1972; Whitney and Harrington, 1993), where the
distribution of boulder sizes is related to the joint spacing in the un-
weathered bedrock. However, where bedrock and boulders are exposed
at the surface, dissolution of the most soluble minerals can drive
granular disintegration and release of sand- and pebble-sized gruss
(Isherwood and Street, 1976). Thus, in arid and slowly eroding land-
scapes, even where hillslopes are mantled with boulders, the size of
rock fragments reaching channels may primarily reflect the size of indi-
vidual mineral grains, not the initial distribution of joint spacings.

4.2. Weathering intensity

Once rock fragments are detached, they begin their journey to the
channel. How much their size is reduced on that journey depends on
the type and intensity of weathering environments encountered along
the way. Rock particles may already be altered by chemical weathering
in the fractured bedrock and saprolite, but themost intense weathering
is likely to occur in soil. This is because soils harbor the greatest concen-
tration of microbes and organic compounds that promote weathering,
and because soils have high porosity and more rapid through-flow of
water.

A usefulmetric for chemicalweathering potential is the chemical de-
pletion fraction (CDF), which quantifies the overall extent of mineral
weathering and mass loss by dissolution (Riebe et al., 2001). In silicate
rocks, CDF has been shown to vary systematically with precipitation
(P) and temperature (T) across a wide range of climates (White and
Blum, 1995; Riebe et al., 2004; West et al., 2005), as

CDF ¼ a
P
Pref

� �b

e
−Ea

R
1
T−

1
Tref

� �
ð9Þ

where Ea is a representative activation energy, R is the universal ideal
gas constant, b is a fit exponent and a is the value of CDF when P and
T are equal to reference values (Pref, Pref) near the center of the range
of potential values. This relationship was established with data from
sites where the weathering rate was primarily limited by the supply of
fresh mineral surfaces, not by the residence time available for reactions
to reach equilibrium.Whether particles are subject to supply-limited or
kinetic-limited weathering depends on the rate constants for specific
mineral dissolution reactions (Ferrier et al., 2010), and the rate of phys-
ical weathering by erosion, which is ultimately driven by the tectonic
boundary conditions (Ferrier and Kirchner, 2008; Norton et al., 2014).
To the extent that particle size reduction is influenced by chemical
weathering in soils, we might use Eq. (9) to link climate conditions to
hillslope sediment size.

The rate of particle size reduction byweathering in soilsmay also de-
pend on the particle size itself. For example, if rock fragments degrade
by the growth and shedding of a weathering rind (Yoo and Mudd,
2008), and we represent fragments as spheres with a uniform and
steady rind growth rate, then the fractional change in size, D/D0, is in-
versely proportional to size

d D=D0ð Þ
dt

¼ −
uw

D0
ð10Þ

where uw is the velocity of theweathering frontwithin the clast. For sur-
vival of rock fragments large enough to become bedload in the channel,
the implication of Eq. (10) is that chemical weathering could have a
much larger impact on the supply of fine gravel than on fragments in
the coarse gravel, cobble and larger size classes.

For weathering rinds to be shed by rock fragments in soil, mechani-
cal wear in transport should play a major role. Soils are mixed and
transported downslope by physical disturbances that can drive
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frictional contacts and collisions between particles, causing wear. We
might expect particle wear rate by physical processes to scale with a
metric for the vigor of soil transport, such as soil diffusivity. By analogy
with abrasion of rock particles in fluvial transport, physical wear of rock
fragments in soil might scale with particle size such that the fractional
rate of change is constant

d D=D0ð Þ
dt

¼ −αs ð11Þ

where the soil abrasion coefficient αs would depend on rock durability
and the intensity and frequency of soil mixing. Although the potential
influence of dynamic fragmentation on soil particle size distributions
has been explored theoretically (Perfect, 1997; Bird et al., 2009), specific
physicalwearmechanismswithin soils have not beenwell documented.

In contrast, much work has focused on fragmentation of coarse par-
ticles by physical processes acting at the ground surface. For example,
heating by solar insolation and resulting differential volumetric expan-
sion can generate stresses capable of fracturing rock (McFadden et al.,
2005; McGrath et al., 2013). This thermal mechanism can produce
fresh rock particles from exposed bedrock as well as break apart rock
fragments on soil surfaces (Eppes and Griffing, 2010; Eppes et al.,
2010). Other physical mechanisms include fracture due to growth of
salt crystals (Wells et al., 2008), segregation ice (Matsuoka and
Murton, 2008), wildfire (Shakesby and Doerr, 2006), and lightning
(Wakasa et al., 2012). Rates of particle breakdown have been docu-
mented using trails of fragments shed by exposed boulders (Putkonen
et al., 2014) and modeled using rules for the relative sizes of parent
and daughter particles (Sharmeen and Willgoose, 2006; Cohen et al.,
2009).

4.3. Residence time in the weathering engine

Weathering takes time. For particles passing through theweathering
engine on their journey to the channel, the extent of size reduction by
chemical and physical weathering processes will depend on the particle
residence time in each hillslope weathering environment. The journey
to the channel has twomain components, vertical exhumation through
the fractured rock and saprolite layers, then lateral transport downslope
in the soil or on the surface (Fig. 7).

Exhumation can be viewed in two reference frames. In the reference
frame of the surface, rock rises frombelow at the rate that overlyingma-
terial is eroded. In the reference frame of a parcel of rock, a sequence of
weathering fronts descends from above removing mass through disso-
lution, until the rock is disrupted by physical processes and discrete par-
ticles are produced and entrained in the transport system. At steady
state, the weathering front velocity will equal the surface erosion rate.
Residence time during exhumation then is simply the sum of the thick-
ness of the vertically layered rock weathering zones Hw divided by ero-
sion rate Er (Eq. (2)).

In the surface transport system, particle residence time also depends
on the proximity to the channel. On convex soil-mantled hillslopes, par-
ticles exhumed far from the channel will have relatively longer resi-
dence times because they have farther to travel and initially move
more slowly on less steep slopes. Conversely, particles exhumed near
the channel travel with higher initial velocity and have less distance to
cover, sowill have relatively shorter residence times. For the case of spa-
tially uniform erosion rate and soil depth, the individual travel times (τ)
for particles delivered to the channel will have an exponential distribu-
tion (Mudd and Furbish, 2006),

P τð Þ ¼ e−τ=Rt

Rt
ð12Þ

with amean residence time Rt equal to the ratio of soil thickness to ero-
sion rate, and a variance equal to the square of Rt. Hence, most travel
times through the soil will be brief compared to the average, but a
smaller fraction of rock particles will be exposed to weathering in the
soil for a relatively long time. The exponential distribution of particle
residence times means soil weathering will have two distinct effects,
reducing particle size overall, and increasing the spread of the size dis-
tribution by lengthening the fine tail.

On soil mantled hillslopes where soil production from bedrock is
roughly in balance with channel incision rates, soil thickness varies sys-
tematicallywith erosion rate (Heimsath et al., 1997; Larsen et al., 2014).
In many landscapes, soil production rate has been shown to decline
exponentially with soil thickness H, which we can write as

E ¼ E0e−H=β ð13Þ

where E0 is the erosion rate when soil depth goes to zero, and β is the
length scale for the decline in soil production with increasing soil
depth. Rearranging for H we obtain

H ¼ β ln E0=Eð Þ ð14Þ

and combining Eq. (14) with Eq. (2) gives

Rt ¼ β
E

ln E0=Eð Þ: ð15Þ

Eq. (15) shows that residence time will be inversely proportional to
erosion rate for relatively low erosion rates (i.e. E ≪ E0), but as erosion
rate approaches E0, soil residence time decreases toward zero at a rate
much N1/E.

The non-linear dependence of soil thickness and residence time on
erosion rate helps explain why erosion rate could strongly influence
particle size supplied to channels. Thinner soils will permit deeper and
more frequent penetration of underlying rock by surface geomorphic
agents such as trees and burrowing animals, detaching larger fragments
of less weathered rock. Shorter residence times limit the progress of
chemical weathering reactions in the soil, imposing a kinetic limitation
on how much of the climatic and mineralogic potential for chemical
weathering is realized. Although more rapid soil transport may mean
physical weathering processes are more vigorous, this may be balanced
by the fact that rock fragments that are exhumed and transported rap-
idly are more likely to retain their initial intact rock strength and have
higher resistance to physical breakdown.

4.4. Bypassing the soil weathering engine

Even where soils are thin and residence times are short, chemical
weathering may still be capable of destroying most coarse particles, in
which case soils would supply primarily sand and finer sediments to
channels. Thus, in many landscapes, the dominant source of bedload-
sized clasts for channels may be coarse rock fragments that bypass the
soil weathering engine entirely. There are at least three ways particles
can avoid spending time within the soil column. Where soil is present,
rocks can bypass it by being lifted directly to the surface from the
weathered bedrock beneath the soil, by tree throw or other processes
that both produce andmix soils. Rocks can also be exhumed at hillslope
locations devoid of soil, such as isolated bedrock outcrops or along bed-
rock ridges. And rocks can also be produced, transported and delivered
to the channel in one brief landslide event. Next we consider each of
these three ways of bypassing the soil weathering engine.

The journey through the weathering engine has been described as
riding a conveyor belt thatmoves rock steadily through a natural chem-
ical processing plant (Anderson et al., 2007). Some rocks ride an eleva-
tor instead, rising quickly past the intermediate levels of the soil to the
relatively safe surface environment. The elevator is often operated by
living organisms. For example, tree throw and gopher burrowing can
transport rock fragments from the fractured rock below the soil to sur-
face essentially instantaneously. Larger rock fragments may also be
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preferentially transported vertically by kinetic sieving mechanisms in
vigorouslymixed soils (Poesen et al., 1997). Inmany environments, par-
ticularly in dry climates, soil surfaces are enriched in rock fragments rel-
ative to the soil column (Poesen and Lavee, 1994). Armored soil surfaces
may reflect vertical transport to the surface of larger fragments, as well
as the effects of sheet wash and other size-selective surface transport
processes that winnow finer particles (Issa et al., 2006; Michaelides
and Martin, 2012). In general, we might expect the strength of the ele-
vator mechanism to correlate with the same factors that control
weathering potential and residence time in soils. For example, faster
eroding hillslopeswill have thinner soils, permitting deeper penetration
of rockby tree roots and shortening the vertical distance that rocksmust
traverse to reach the surface. Likewise, the relative contribution of the
elevator mechanism to the coarse fraction of sediments supplied to
channels will depend on the contrast in weathering potential between
the soil surface and interior. Although rock fragments at the soil surface
are still subject to physical weathering by heating or freezing, the con-
trast is probably dominated by the factors that control chemical
weathering potential within the soil. One expression of this contrast is
the occurrence of Tors, isolated rock outcrops surrounded by soil,
which can form in homogenous rock due to feedbacks betweenwetness
and weathering (Heimsath et al., 2000; Strudley et al., 2006).

Tors are just one of many examples of hillslope settings where rock
is not mantled by soil. More broadly, the presence or absence of soil can
be influenced by all of the independent variables we identified previ-
ously, including lithology, climate, life, erosion rate and topography.
For example, bare bedrock is foundwhere local lithology severely limits
nutrients available for plant growth (Hahmet al., 2014) or does not pro-
vide fractures for trees to take root (Marshall and Roering, 2014). Bed-
rock hillslopes dominate in many arid or cold climates because
chemical weathering and biotic activity are so limited that soils cannot
form or persist (Amundson et al., 2012; Balco and Shuster, 2009). And
where rates of rock uplift and erosion are very rapid, hillslopes are
often poised at a steep threshold gradient where bedrock landsliding
dominates (Clarke and Burbank, 2010).

Erosion rate provides an independent variable that could be used to
parameterize the threshold between soil-mantled and bedrock
hillslopes. Where rates of base level lowering exceed E0, the maximum
erosion rate in the exponential soil production function (Eq. (13)), soil
does not accumulate and slopes are stripped of soil. Even where thin
soils are present, soil cover can be patchy. One possible explanation
for patchy soil cover is a feedback between erosion rate and the maxi-
mum possible rate of soil production, due to enhanced chemical
weathering and an increase in the frequency of shallow landslides
(Dixon et al., 2012; Heimsath et al., 2012). Other examples include
where rock joint spacing is wide and large blocks are exhumed to the
surface (Riggins et al., 2011) and where erosion rates vary significantly
at the scale of individual hillslopes (Larsen et al., 2014). Available data
suggest that the soil-bedrock transition corresponds with maximum
soil production rates E0 across a wide range of 0.03 to 3.0 mm/yr
(Larsen et al., 2014; Milodowski et al., 2015), although the broader in-
fluence of lithology, climate and biota on E0 remains poorly understood.

The same factors that favor bare bedrock hillslopes, such as rapid
erosion rates and cold or arid climates, are also likely to limit the extent
of chemical weathering and the residence time of rock as it passes
through the lower critical zone. Hence we expect bedrock hillslopes to
be dominated by physical, rather than chemical weathering processes.
On steep bedrock slopes, gravitational stresses and co-seismic ground
accelerations initiate and propagate fractures that produce mobile
rock particles across the full range of possible sizes. Rock fall from
near-vertical cliffs produces some of the largest boulders (e.g. Zimmer
et al., 2012), but also a wide size distribution from shattering of rock
fragments on impact (Wieczorek et al., 2000). Rock avalanches begin
as large mass failures but generate wide particle size distributions
through comminution in transport, a process that helps to prolong mo-
tion of the granularmass (Davies et al., 1999). Particle size distributions
of rock avalanche and landslide debris (Casagli et al., 2003; Attal and
Lavé, 2006;Whittaker et al., 2010)may provide insight into the original
size distribution of rock fragments, if the extent of breakdown in trans-
port can be determined. In general, we expect bedrock landslides to de-
liver the coarsest size distributions that channels receive, and where
erosion rates are highest to most closely reflect the original distribution
of fracture spacing in the unweathered bedrock.

4.5. Where in a catchment do coarse sediments originate?

Variation in weathering intensity and residence time on the many
possible pathways taken by particles moving down hillslopes should
lead to patterns in the spatial distribution of source areas for coarse ma-
terial reaching the channel. Several possible scenarios are depicted in
Fig. 9 for an idealized first-order catchment. The simplest pattern is a
uniform distribution (Fig. 9A), which is what is implicitly assumed in
current landscape evolution models that include the effects of bedload
sediment. However, where weathering potential is high and mean res-
idence time is long, coarse sediment may be sourced primarily at the
base of the hillslope, adjacent to the channel (Fig. 9B), because coarse
particles exhumed farther upslope are reduced to sand and finer sizes
before reaching the channel. The opposite pattern (Fig. 9C) might
occur where soils are thin or absent along the ridges but are thicker
downslope (as depicted in Fig. 7). In this case, coarse sediment may
only be produced along the ridges, and the bedload supply is composed
of those particles that survived the downslope journey by staying on the
soil surface. Where bedrock outcrops are more randomly distributed,
for example due to small scale variations in underlying lithology, isolat-
ed coarse sediment sources may be scattered across the catchment
(Fig. 9D). Another patternmight arisewhereweathering conditions dif-
fer dramatically with hillslope aspect (Fig. 9E). In this case, coarse sedi-
ment might be primarily sourced on only one side of a catchment, for
example where chemical weathering is more intense on cooler north-
facing slopes that retain water longer than warmer south-facing slopes
(Fig. 6). Many other patterns are possible as well, such as a downslope
gradient in the relative contribution of coarse sediment, due to differ-
ences in local climate or erosion rate with elevation (Fig. 9F). These ex-
amples suggest that observations of such patterns in the field could be
diagnostic of weathering conditions, useful for estimating size and
abundance of coarse sediment supply, and helpful in predicting how
sediment supply might be affected by changes in landuse or climate.

5. A modeling framework

We next consider how to use the potential input variables and func-
tional relationships described above in a simple predictivemodel for the
size distribution of sediments supplied by hillslopes to channels. Our
goal is to explore a general modeling framework, which could be
adapted for specific landscape settings or further developed with better
understanding of themechanisms of hillslope sediment production and
weathering. Ultimately, themodeling framework developed below is an
exploration of the hypothesis that landscape-scale trends in the size of
sediment supplied to channels exist, and can be quantified with knowl-
edge of a few key independent variables.

We begin by defining themodel in terms of aweathering functionW
that transforms an initial size distribution P(D0) of particles produced
from bedrock into the size distribution P(Dc) of particles delivered to
the channel, i.e.

P Dcð Þ ¼ f W; P D0ð Þð Þ ð16Þ

where W depends on the climatic and geomorphic factors that control
the style and intensity of weathering. The initial size distribution could
be specified with an exponential (Eq. (6)) or fractal (Eq. (8)) distribu-
tion, with the parameter values chosen to reflect intact rock strength,
joint spacing, or a size-selective sediment production process.
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Given that particle sizes on hillslopes and in channels vary over
many orders of magnitude, the simplest transformation would use W
as an exponent in a power function

DC ¼ DW
minD

1−Wð Þ
0 0≤W ≤1ð Þ ð17Þ

where the value ofW is constrained to be between 0 (i.e. noweathering,
DC = D0) and 1.0 (complete weathering, DC = Dmin for all D0), and Dmin

is the smallest relevant particle size (e.g. particles b1 μmmight be con-
sidered part of the dissolved load). The limiting case ofW=0 plots as a
1:1 line on a log-log graph ofD0 vs.DC (Fig. 10). Graphically, values ofW
(1 N W N 0) in Eq. (17) can be interpreted as a line through which the
initial probability density function plotted along the D0 axis is reflected
onto the DC axis, shifting the mass fraction in each size of the distribu-
tion to lower values. This graphical approach is not limited to log-log
linear transformations. For example, W could also be a function of
grain size, which would create a non-linear transformation that could
also be plotted in the functional space depicted in Fig. 10.

For simplicity, we start with the assumption that the magnitude of
W captures only the effects of chemical weathering on the hillslope,
and that physical weathering processes act primarily to produce the ini-
tial size distribution rather thanmodify it during hillslope transport.We
further assume that particle size reduction due to weathering scales
with extent of weathering of soluble minerals, as represented by the
chemical depletion fraction (CDF). For the case when erosion rate is
low, residence time is long, and chemical weathering is supply-
limited, we can expressW as the product of the fraction of soluble min-
erals (FSM) and a function representing the chemical weathering poten-
tial (CWP) of the hillslope environment

WSL ¼ FSM � CWP ð18Þ
Fig. 9. Scenarios for spatial variation in production of coarse sediment supplied to channels,
catchment. (B) Near-channel: only rock fragments with shortest travel distances survive we
soils along ridges permit rock fragments to bypass intense weathering that occurs in soils do
outcrops or small landslides provide coarse sediments. (E) Aspect-controlled: large cross-v
moisture retention, vegetation, and topographic slope. (F) Gradient: weathering condition
everywhere but in greater abundance closer to the ridges.
where the subscript ‘SL’ indicates supply limited conditions. We use the
CDF framework of Riebe et al. (2004) to express CWP as amodified form
of Eq. (9)

CWP ¼ P
Pmax

� �b

e−
Ea
R

1
T−

1
Tmaxð Þ ð19Þ

where Pmax and Tmax represent the combination of P and T conditions
where weathering potential is maximized. Hence, when P = Pmax and
T= Tmax, CWP=1 andWSL= FSM, i.e. all solubleminerals are complete-
ly weathered and the residual material is composed only of insoluble
minerals. In all other cases, precipitation and temperature are
constrained to be less than the maximum (i.e. 0 b P b Pmax;
Tminb T b Tmax) and the range ofW is 0≤WSLbFSM. Fig. 11 shows contours
of CWP in P, T space as calculated with Eq. (19).

When erosion rate exceeds a threshold value, chemical weathering
is no longer limited by the supply of freshminerals, but instead becomes
limited by the residence time available for weathering reactions to
progress to completion. We define an erosion rate ESK, as determining
the transition between supply- and kinetic-limited weathering. For
erosion rates greater than ESK, the value of W will be less than WSL due
to the kinetic limitation. As erosion rate increases even further, a second
threshold is reached, where erosion is so rapid that negligible
weathering occurs, and fresh unweathered rock is exhumed and eroded
into the channelwithout any significant effect of theweathering engine.
To represent this transition, we define a second threshold erosion rate
EKU. As erosion rate increases toward EKU, W should approach zero, to
represent negligible transformation of the initial size distribution for
negligible residence time in the hillslope surface environment. The
two threshold erosion rates, ESK and EKU, which bound the range of
kinetic-limited weathering, can be used to define a complete functional
in an idealized upland catchment. (A) Uniform: course sediment sourced equally across
athering engine to enter channel as bedload-sized clasts. (C) Ridge-line: thin or absent
wnslope; coarse particles reaching channel travel on surface. (D) Isolated: only bedrock
alley contrasts in solar insolation may affect controls on weathering potential such as
s may shift continuously from ridge to outlet, such that coarse sediments a produced

Image of Fig. 9
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form for the variation in W with erosion rate E over the range
ESK ≤ E ≤ EKU

W ¼ WSL 1−
E−ESK
EKU−ESK

� �φ� �
ð20Þ

where the exponent φ is set to 2/3 to capture the non-linear depen-
dence of residence time on erosion rate discussed above (Eq. (15)). If
E b ESK then W = WSL and when E N EKU then W = 0. Combining
Eqs. (18), (19) and (20), we can write the full particle size transforma-
tion function as

W ¼ FSM
P

Pmax

� �b

e−
Ea
R

1
T−

1
Tmaxð Þ 1−

E−ESK
EKU−ESK

� �φ� �
: ð21Þ

Herewe set b=0.5 and Ea=60kJ/mol based on an analysis of chemical
depletion in granitic terrain (Riebe et al., 2004; West et al., 2005).
Eq. (21) is plotted in Fig. 12, for various values of FSM, with P and T set
to maximum values.

To illustrate how this modeling framework can be used to predict
the effects of climate or erosion rate on sediment size distributions sup-
plied to channels, we consider several weathering scenarios. In each
scenario we represent the initial size distribution of particles produced
from bedrock with exponential distributions taken from the example
curves in Fig. 8a. First, consider a pattern of climatic variation in mean
annual precipitation and temperature that causes chemical weathering
potential (CWP) to vary from very low (0) to very high 1.0. Assuming
that 60% of the rock is composed of soluble minerals (FSM = 0.6), and
that erosion rates are low enough that weathering is supply-limited
(E b ESK), then the corresponding values of the weathering function W
will range between 0 and 0.6. Fig. 13 shows how a relatively coarse
input size distribution (k = 100 mm, n = 0.95) is transformed into
Fig. 10.Modeling framework definition sketch.Within thismodel space, input particle size
distributions P(D0) can be transformed to the size distribution supplied to the channel
P(Dc) by a weathering function (distributions not shown). Here the transformation
function is a power equation (Eq. (17)), which plots as a straight line in log-log space.
When no chemical weathering occurs, the exponent W = 0, there is no change in the
size (D0 = Dc), and the slope of the line is unity. When chemical weathering potential is
maximized (CWP = 1), the value of W is equal to the fraction of soluble minerals (FSM,
here set to 0.6 for illustration), and the slope of the line is 1 − FSM. These two lines
provide upper and lower bounds to the range of possible size changes. Within these
bounds (unshaded domain), the dominant weathering mode shifts from physical to
chemical as the value of W increases from 0 to FSM. The model parameter Dmin

represents the smallest relevant particle size, and serves as an intercept for the
transformation function.
progressively finer and narrower output distributions as CWP andW in-
crease from 0. The values of CWP andW for each curve in Fig. 13 are in-
dicated by colored squares in Figs. 11 and 12. The same pattern of size
reduction by weathering can also be obtained by holding climate con-
stant and varying erosion rate within the kinetically-limited regime
(ESK b E b EKU). This is shown in Fig. 12 by the colored circles, which in-
dicate the erosion rates that yield the same values of the weathering
function W, for the case where FSM = 0.6 and CWP = 1 (i.e. T and P
are at max values).

The next two scenarios illustrate how hillslope weathering could
transform a uni-modal initial size distribution into a bimodal distribu-
tion of sediments supplied to channels. In the first case, we assume
that only a fraction of the exhumed sediment is subjected to a relatively
strong weathering environment while the rest experiences weaker
weathering. This could arise where soil only covers part of the hillslope
(Fig. 9C) or where aspect strongly influences weathering (Fig. 9E). If we
use CWP=0.8 and 0.2 for the strong andweakweathering respectively,
the initial size distribution (k = 30; n = 0.60) is transformed into two
size distributions, one coarse, the othermuchfiner.When these twodis-
tributions are added together they produce a bimodal composite distri-
bution as shown in Fig. 14A.

Another way bimodal distributions could be produced is if the
weathering function W depends on particle size. If we conceptualize
particle size reduction as the growth and shedding of a weathering
rind (Eq. (10)), we can express the thickness of the weathering rind as
the product of the velocity of the weathering front within the clast uw
and the residence time Rt. The rind thickness should be proportional
to W (Eq. (21)), because the value of W depends on the climatic and
mineralogic factors that control uw and on erosion rate which controls
residence time

uwRt∝W ð22Þ

The relative effect of rind removal on particle size scales inversely
with initial size, so we define a size dependent exponentWD as

WD ¼ λW
D0

ð23Þ

where the constantλ represents the particle size thatwill be completely
weathered (i.e. the weathering rind is equal to the particle radius).
Then, for λ/D0 b 1 (incomplete weathering) we useWD as the exponent
in the size transformation expression (Eq. (17))

Dc ¼ DWD
minD

1−WD
0 ð24Þ
Fig. 11. Contours of chemical weathering potential (CWP) as function of mean annual
temperature (T) and precipitation (P) (Eq. (19)). When T and P are at maximum values,
CWP = 1. Colored squares correspond to variation in CWP shown in Fig. 12. Here
activation energy Ea = 60 kJ/mol, Tmax = 25 °C, and Pmax = 500 cm/yr.

Image of &INS id=
Image of Fig. 11


Fig. 12. Modeled influence of erosion rate on weathering regime. For low erosion rates,
weathering is limited by the supply of fresh mineral surfaces and depends only on
chemical weathering potential (CWP) and fraction of soluble minerals (FSM) (Eqs. (18)
and (19)) At intermediate erosion rates, weathering is limited by the residence time
available for kinetic reactions to proceed to completion; ESK represents the threshold
between supply- and kinetically-limited weathering. For erosion rates greater than a
second threshold value (EKU), residence time is negligible and fresh rock is supplied to
the channel. (Magnitudes of ESK and EKU for illustration only). In the kinetically-limited
regime, variation in weathering exponent W is given by Eq. (21). Colored symbols
illustrate how similar values of W can occur either due to variation in chemical
weathering potential (squares) or erosion rate (circles).
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while for λ/D0 ≥ 1 the exponent W has the value FSM to be consistent
with the assumption of complete weathering. This is illustrated in
Fig. 14B, where the transformation function has a constant slope for
D0 b λ (where λ = 1 mm), but becomes non-linear for D0 N λ, and as-
ymptotes to the unweathered line for largest initial sizes. For a relatively
wide input size distribution (k=10; n=0.45) a bimodal output distri-
bution results. The gap between the twomodes in the output size distri-
bution occurs where the transformation function is strongly non-linear.
For the parameter values chosen in this example, this model outcome
represents a hillslope weathering environment where fine gravel and
Fig. 13. Modeled particle size transformations across range of chemical weathering potential (
axis) assumed to be exponential (Eq. (6)),with k=400 and n=2.66 (Fig. 8A). Colored curves p
ranging from 0 (no weathering) to 1.0 (maximum weathering), for fraction of soluble minera
width of transformed distributions with greater weathering.
coarse sand weather into finer sand and silt particles, while the sizes
of larger rock fragments are relatively unaltered by weathering.

6. Discussion

6.1. Connecting hillslopes to channels

Our analysis and model framework provides theoretical support for
the hypothesis that downstream changes in fluvial sediment size distri-
butions may often be driven by changes in hillslope sediment supply.
The independent factors we considered, lithology, climate, biota and
erosion rate, are rarely spatially uniform, and commonly have systemat-
ic gradients at the catchment scale. For example, in mixed lithologies
with large differences in strength, elevated ridges are more likely to
be composed of stronger rocks, while weaker rocks commonly underlie
lower elevation valley bottoms. In such settings we might expect more
widely spaced joints in the stronger rock and thus coarser sediment
supply from higher elevations. Similarly, the typical variation in mean
annual temperature with elevation follows the adiabatic lapse rate of
~6 °C km−1. For 1 kmof relief, this can change chemical weathering po-
tential by a factor of 2 (Eq. (19), Fig. 11), producing coarser sediment at
higher, colder elevations within a catchment. Weathering potential can
also vary with elevation due to orographic gradients in precipitation,
and shifts in ecosystem processes. We might also expect hillslope sedi-
ment size to vary where erosion rate varies between catchment head-
waters to outlet, for example where accelerated base-level lowering
drives upstream knickpoint migration and hillslope steepening
(Gallen et al., 2011; Hurst et al., 2012), or where the highest topography
coincides with the most rapid uplift rates and frequent landslides
(Montgomery and Brandon, 2002). The evidence from Inyo Creek is
consistent with these hypotheses. There, hillslope sediment size, as
gleaned from geochemical tracers (Fig. 1A) and field point counts
(Fig. 5), is larger at higher elevations, which are colder, less-vegetated,
steeper and more rapidly eroding (Riebe et al., 2015).

We also find support for the hypothesis that bimodality in river sed-
iment distributions has its origins in hillslope weathering. At least four
distinct sets of mechanisms could produce bimodal supply to rivers.
CWP). Initial size distribution, by mass, (P(D0), black curve plotted along upper horizontal
lotted along right vertical axis show transformed size distributions P(DC) for values of CWP
ls FSM = 0.6. Thin black lines show transformation of distribution mode. Note decrease in

Image of &INS id=
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Fig. 14. Two scenarios for creation of bimodal particle size distributions by hillslope
weathering. (A) Rock exhumation divided between soil-mantled locations and bare
bedrock outcrops (as in Fig. 9, panels C, D or E), with differing chemical weathering
potential, assuming CWP = 0.2 for outcrop and CWP = 0.8 for soil, and 50:50
partitioning. Input size distribution (black curve, top horizontal axis) assumed
exponential (Eq. (6)), with k = 200 and n = 1.66 (Fig. 8A). Size distribution supplied to
channels (purple curve, right vertical axis) is sum of two uni-modal distributions
produced by outcrops (blue) and soil (red). (B) Size-dependent particle weathering in
soil (Eqs. (23), (24)) for particles larger than 2 mm (λ = 2), with weathering exponent
W = 0.5 for particles smaller than 2 mm. Input size distribution assumed exponential,
with k = 100 and n = 1.36.
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The first case is where large differences inweathering potential occur at
the hillslope scale (Fig. 14A), such as between bedrock outcrops and ad-
jacent soil-mantled areas, north- and south-facing slopes (e.g. Fig. 6), or
where a significant fraction of exhumed rock particles bypass the soil
weathering engine via tree-throw and other ‘elevator’ mechanisms. A
second case is where grain size reduction in soils is size-dependent,
such that particles in the middle of the source size distribution are
most susceptible to size reduction by chemical weathering (Fig. 14B).
The third case arises when lithology, climate, and tectonics favor
weathering processes that produce both gruss and boulders, such as in
biotite-rich granitic rocks in relatively dry, slow-eroding landscapes
(Fig. 3C). Finally, bimodal size distributions characterize sediments
delivered to channels by landslides (Casagli et al., 2003; Attal and
Lavé, 2006), possibly due to a tendency for larger rocks to preferentially
crushmoderate-sized particles in granularflows (Caballero et al., 2014).

6.2. Model framework

The examples shown in Figs. 13 and 14 illustrate how our modeling
framework can be used to represent particle size production and
weathering in awide variety of hillslope settings. This level of generality
was one of our goals in crafting amodel that, in the spirit of the ‘geomor-
phic transport law’ (Dietrich et al., 2003), balances mechanistic realism
with computational simplicity, such that it could be applied in a land-
scape evolution model. An important element of our model develop-
ment is distinguishing between the initial size distribution of the
unweathered rock, and its transformation byweathering on the journey
from the point of exhumation to the channel. A key question for further
investigation is which of these two model components dominates the
size distribution supplied to real channels? For example, at the limited
scale of a single mapped lithologic unit, are spatial variations in the
size supplied to channels dominated by variation in local weathering
processes (Attal et al., 2015), while at larger scales, do the effects of dif-
fering lithology dominate (Miller, 1958)? In our model framework, we
might expect the answer to lie in the relative contributions of physical
and chemical weathering processes. In cold, steep, rapidly eroding land-
scapes, where physical processes dominate, we might expect the initial
size distribution to arrive in the channel with little alteration. Converse-
ly, in landscapes with warmer temperatures and longer hillslope resi-
dence times, any effect of variations in the initial distribution may be
overwhelmed by the profound transformation of particle size by chem-
ical weathering.

To better explore the tradeoffs between physical and chemical
weathering processes, the model framework might be expanded to ex-
plicitly include physical mechanisms for particle size reduction. If parti-
cle breakdown in hillslope transport is analogous to size reduction in
fluvial abrasion (Eq. (11)), then the model as presented above can
already be used. In that case, the value of transformation function W
would depend on the abrasion coefficient (αs) and a parameterization
of residence time

W∝αsRt ð25Þ

Wwould have a constant value for all input sizes above a minimum
size, below which particle contact forces are too small or infrequent to
cause wear. Other physical processes might require an explicit parame-
terization if they preferentially produce transportable fragments in a
certain size range. For example, if frost cracking selectively produces
cobble-sized talus, then the transformation function W might have an
additional temperature term, which at sufficiently cold temperatures
would have a non-linearity that focuses transformed sizes into the
cobble-size range. More broadly, the relative importance of physical
weathering mechanisms should scale with hillslope gradient, a funda-
mental geomorphic variable that we chose not to include in this initial
model exploration. One way to include slope would be to use it in
place of erosion rate, because hillslope transport rate and thus residence
time varieswith slope (Almond et al., 2007). In this case,W should go to
zero as slope approaches a threshold value where erosion is dominated
by bedrock landslides (Ouimet et al., 2009). Similarly, as slope declines
and residence time grows long, chemical weathering should shift to
supply-limited, and physical processes should have little influence.

To more explicitly account for the influence of topography and
geomorphic process regime, an alternative modeling framework
might predict size distribution from mechanisms of sediment delivery
to channels. This could be built on field measurements of distributions
delivered by common geomorphic processes, such as sheetwash,
creep, dry ravel, shallow landsliding, deep-seated earth flows, and
bedrock landslides. The relative contribution of each process could be
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estimated from the spatial distribution of topographic attributes associ-
atedwith each process domain. This empirical frameworkwould be less
appropriate for building amechanistic understanding of the controls on
particle size production and evolution on hillslopes, and would require
more explicit representation of fine-scale hillslope topography. Howev-
er, the data needed to parameterize such a model will be needed in any
case for testing and refiningmore theoretical models such as the frame-
work presented here. Another channel-centered, empirical approach
could make use of existing and new data on channel bed material and
bedload and suspended sediment flux. For example, size distributions
of sediments moving through low-order channels should largely reflect
the integrated contributions of adjacent hillslopes, enabling hypothesis
tests that compare multiple headwater catchments across gradients in
lithology, climate or erosion rate. Similarly, downstream sequences of
size-specific sediment flux measurements can be compared to changes
in the attributes of hillslopes in the accumulated drainage area, to test
for the influence of hillslope supply (Struck et al., 2015).

A key challenge in developing empirical models and testing theoret-
ical models will be measuring representative particle size distributions
across the vast range of geomorphic, lithologic and climate settings
that a general model might be applied to. For the model framework
presented here, measurements of the latent size distributions in un-
weathered bedrock are also needed. Recent studies have advanced
new techniques for characterizing size distributions in rocky soils and
landslide deposits (Casagli et al., 2003; Attal and Lavé, 2006; Tetegan
et al., 2012; Attal et al., 2015), however in some settings the number
and volumeof samples neededmaybe very large because of high spatial
variability and a wide range of particle sizes. Mining of existing soils
data bases (e.g. Marshall and Sklar, 2012) is an efficient and largely un-
tapped alternative, although too often in soils studies the sizes of rock
fragments larger than 2 mm are not recorded, and sample volumes
are too small to reliably detect larger particles. A promising new ap-
proach is to use thermochronometric tracers such as apatite-helium
age combined with cosmogenic isotopes, stratified by size class (Riebe
et al., 2015; Lukens et al., 2015), to infer the size distribution produced
at source locations. Other new approaches are needed to characterize
sub-surface particle size and fracture spacing distributions, for example
using ground penetrating radar and other geophysical imaging tech-
niques (Neal, 2004; Parsekian et al., 2015). Ultimately, obtaining the
data needed to develop and test predictive models of particle size pro-
duction on hillslopes and delivery to channels will require leveraging
existing field research infrastructure such as the network of Critical
Zone Observatories and experimental catchments worldwide
(Brantley et al., 2007).

7. Conclusion

In conclusion, we find both theoretical and empirical support for the
hypothesis that the size distribution of sediments supplied by hillslopes
to channels varies in predictable patterns across landscapes. Although
the available data are limited, previously published data along with
newmeasurements presented here reveal systematic variations in hill-
slope particle size with lithology, climate, topography and erosion rate.
We demonstrate how these landscape-scale independent variables can
be incorporated in a simple modeling framework, which encompasses
two primary controls. The first is the latent distribution of spacing be-
tween fractures that sets the initial size distribution of particles supplied
to the surface by rock exhumation. The second is the transformation of
particle size by weathering processes in the critical zone. Consideration
of the many possible paths particles can take through the surface
weathering zone highlights the large diversity of physical and chemical
mechanisms at work, and the rich portfolio of research questions that
need to be answered to solve the overarching problem of predicting
the sediment size distribution supplied to channels. Solving this prob-
lem is necessary to understand how hillslopes influence sediment size
variation through river networks, and ultimately to understand the
feedbacks between hillslope weathering and river incision that govern
landscape evolution.
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